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MS1: Advanced finite element technology for discontinuities and evolving interfaces
Numerical modelling of load-sequence effects on fatigue crack growth

L.O. Voormeeren\textsuperscript{1,2}, F.P. van der Meer\textsuperscript{2}, J. Maljaars\textsuperscript{1,3}, L.J. Sluys\textsuperscript{2}
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\textsuperscript{2} Delft University of Technology, Faculty of Civil Engineering and Geosciences, PO Box 5048, 2600 GA Delft, The Netherlands
\textsuperscript{3} Eindhoven University of Technology, Faculty of Built Environment, PO Box 513, 5600 MB Eindhoven, The Netherlands
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Fatigue is one of the main drivers in the design process of offshore wind structures. Steel jacket or monopile structures suffer from cyclic loads, originating from coupled wind and wave loads acting on the structure. Due to the stochastic nature of these loads, wind turbines are subjected to variable amplitude loads. It is known that load-sequence can cause retardation or acceleration of fatigue crack growth. In fact, an overload can cause retardation, often attributed to the plasticity around the crack tip and wake.

To model this counterintuitive phenomenon a cohesive zone is typically used in combination with a plasticity model. However, these models often lack physical understanding and generality, therefore requiring many curve fitting parameters.

In this study a new method has been developed for modelling load-sequence effects on fatigue crack growth of ductile materials. A cycle-by-cycle approach is adopted to capture the plasticity around the crack tip. The cyclic plasticity model \cite{1} is combined with a novel crack propagation method, which requires a limited number of fitting parameters and is based on combining fracture and damage mechanics. Local fracture parameters are converted to global entities inspired by the Thick Level Set method \cite{2}, which in turn are used to determine the incremental crack length. In this approach, damage attributed to cyclic loading is directly related to Paris Law parameters. The method is compared to experiments performed on four-point bending specimens subjected to various overloads.
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Finite element interface model for simulating delamination using a thick level set approach

M. Latifi¹, F. P. van der Meer, L. J. Sluys

¹Delft University of Technology, Faculty of Civil Engineering and Geosciences, PO Box 5048, 2600 GA Delft, The Netherlands
m.latifi@tudelft.nl

This paper presents a damage model for simulating delamination in composites. To predict delamination, interface elements are commonly used to model the discontinuity between layers of a laminate. In conventional formulations of these elements, the damage variable is a function of the displacement jump. However, in the current application following the thick level set approach [1,2], a band of damage with a predefined length is considered, inside which damage is a function of the distance to a front that is defined with a level set function.

In the proposed model, this definition of damage is embedded in the constitutive relationship of interface elements. The crack front and the band of damage are updated based on the configurational force for crack growth. This driving force is computed from integrating local driving forces across the damaged band. In contrast with the earlier continuum damage models in the context of the thick level set method [1,2], the damage is now applied to an initially stiff interface and the configurational force is computed from the displacement jump.

This paper investigates the specification of a suitable damage function for the damage distribution in this approach. A 3D model is developed, and the numerical results obtained from double cantilever beam simulations are critically assessed.
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Advanced finite elements to simulate the
damage process in ceramic-matrix composites

S. Essongue  G. Couégnat  E. Martin

LCTS (Univ. Bordeaux/CNRS/Herakles/CEA)
3, allée de la Boétie, F-33600 Pessac, France
essonue@lcts.u-bordeaux1.fr

The introduction of ceramic-matrix composites (CMCs) into hot parts of aircraft engines is an important topic in the aeronautics field. Three-dimensional woven SiC/SiC CMCs are considered as serious candidates to replace metals in high-temperature structures such as turbine blades or exhaust nozzles. CMCs are made of three basic constituents: ceramic fibers and matrix, and fiber/matrix interfaces. Even if their constituents are brittle, CMCs exhibit a quasi-brittle behaviour. Indeed, they experience multiple cracking associated with fiber/matrix interfacial debonding which leads to a damage-tolerant behavior [1].

Because of their complex multiscale architecture, predictive simulations of their behavior is a challenging task. Thus, current design methods of CMCs parts still vastly rely on experiments and empirical considerations, which hinders the use of CMCs at their full potential. A reliable modeling tool would greatly help material developers to gain a better insight on how the composite architecture and constituents impact the resulting macroscopic behavior. Another specific issue related to CMCs is the need to obtain a precise estimate of the cracks density and opening since it is a key factor in the estimation of their lifetime in oxidizing environments.

The development of such a numerical tool faces numerous challenges:

- a realistic representation of woven CMCs leads to large finite element models with several millions degrees of freedom
- the matrix crack density is considerable (> 1mm$^{-1}$ in the yarns direction [2]) and needs to be represented accurately
- the different modeling scales are not well separated which greatly challenges classical homogenization theories and requires the development of *ad-hoc* numerical bridges between the scales

The aim of this work is to propose a step towards a multiscale approach dedicated to the simulation of the damageable behavior of CMCs. To be able to represent the discrete cracks while keeping the cost of the simulation acceptable, advanced finite elements must be used. Matrix cracking is simulated using an embedded finite element based on [3] and [4]. The extra degrees of freedom are condensed at the element level which leads to an
entirely local formulation and avoids the use of costly tracking algorithms. Discrete damage zone models based on [5] are used to deal with interfacial debonding as they where proven to be numerically more efficient than classical cohesive zone models.

Preliminary simulations of damage process will be presented for a three-dimensionnal woven SiC/SiC composite, and computed crack density and opening will be discussed. A special attention will also be drawn to computation times, numerical robustness and mesh dependencies issues.
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Computation of complex crack patterns is a challenging task in fracture mechanics and the phase field approach thereto shows excellent capabilities. A scalar phase field variable $s$ degrades the elastic energy density in a regularized representation of cracks in isotropic materials. Different methods are used so far to model the property of a crack to weaken a material only in tension and shear. One approach is the decomposition of strain in negative spherical, positive spherical and deviatoric parts, in which only the energy density of the latter two is degraded by the phase field [1]. Another method is based on the spectral decomposition of strain [2] and the split into positive and negative principal strains. However, both models avoid to take an explicit representation of the crack direction into account.

This contribution presents a new approach which takes the direction of the crack into account. For an exact representation of cracks, the stress component normal to the crack surface should only be non-zero in case of compression and shear stresses acting on a frictionless crack surface should vanish. In order to satisfy these conditions stresses and strains are represented with respect to a coordinate system oriented with the crack. The crack normal direction is computed from the gradient of the phase field, which is already available from the description of the smeared surface energy. Moreover, the degrading function of the phase field acts only on some parts of the elastic energy density. The derivation of the stress tensor leads to an elasticity tensor displaying transverse isotropy with symmetry about the crack normal. The new model is able to treat crack opening and closure in a correct manner. The performance of the proposed model is demonstrated by means of numerical simulations, including representative tests for stationary cracks as well as simulations for dynamically propagating cracks.
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An adaptive body-fitted monolithic method for modeling the fracture of heterogeneous microstructures

M. Shakoor1*, M. Bernacki1 and P.-O. Bouchard1

1 Mines ParisTech, PSL - Research University, CEMEF - Centre de mise en forme des matériaux, CNRS UMR 7635
CS 10207 rue Claude Daunesse, 06904 Sophia Antipolis Cedex, FRANCE
*modesar.shakoor@mines-paristech.fr

In a Finite Element (FE) framework, multiple paths are available to model heterogeneous materials in their specific morphologies and behaviors. Multi-body approaches, which are more straightforward and consist in meshing each phase of the material independently, raise the important problem of handling contact when the interfaces are numerous and have a complex morphology. Monolithic approaches avoid this issue by admitting continuous displacement fields at interfaces and discretizing the whole material, all heterogeneities included, in the same FE mesh. For discontinuous displacement fields in a monolithic approach, enriched FE methods such as the discontinuous Galerkin method or the eXtended FE Method have been developed [1].

In a recent work [3, 4], a new body-fitted monolithic approach was proposed and applied to the study of void coalescence at the microscale, which plays a key role in ductile fracture. To reduce the complexity and the cost of remeshing operations, numerous monolithic methods are based either on enriched FE methods or on an Eulerian framework with an implicit representation of interfaces [2]. The new Lagrangian methodology developed in [3] focused on improving remeshing operations to enable the meshing and remeshing of explicit interfaces. To model discontinuities, the single mesh used in these developments also embodied the void phase that appears at the onset of fracture, which was then modeled by an appropriate fluid behavior, as in [5, 6].

The study of ductile fracture at the microscale is an interesting topic to test the robustness and validity of this method. This application involves existing interfaces between the different phases (matrix, inclusions and voids) which evolve due to deformation, and also new interfaces that appear during the simulation due to inclusion fracture, interface debonding between matrix and inclusions, and void coalescence. Regarding void coalescence in plane strain, promising results were proposed in [3], and proved the ability of the method to handle complex void arrangements, especially during the apparition and propagation of coalescence. This framework was then completed with the modeling of void nucleation and applied to 3D microstructures.
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A new generalized finite element method for
two-scale simulations of propagating cohesive fractures in 3-D

C. A. Duarte and J. Kim

Department of Civil and Environmental Engineering,
University of Illinois at Urbana-Champaign,
205 North Mathews Avenue, Urbana, Illinois 61801, USA
{caduarte,jhkim07}@illinois.edu

We present a novel generalized finite element method with global-local enrichments (GFEM$^{gl}$) for two-scale simulations of propagating cohesive fractures in three dimensions. A non-linear cohesive law is adopted to capture objectively the dissipated energy during the process of material degradation without the need of adaptive remeshing at the macro scale or artificial regularization parameters. The cohesive crack is capable of propagating through the interior of finite elements in virtue of the partition of unity concept provided by the generalized/extended finite element method, and thus eliminating the need of interfacial surface elements to represent the geometry of discontinuities and the requirement of finite element meshes fitting the cohesive crack surface. The proposed method employs fine-scale solutions of non-linear local boundary-value problems extracted from the original global problem in order to not only construct scale-bridging enrichment functions but also to identify damaged states in the global problem, thus enabling accurate global solutions on coarse meshes. This is in contrast with available GFEM$^{gl}$ in which the local solution field contributes only to the kinematic description of global solutions. The robustness, efficiency, and accuracy of this approach are demonstrated through representative numerical examples.

Three-point bending test solved with GFEM$^{gl}$ for cohesive fractures.
A stabilization technique for nearly singular extended finite elements used for static and dynamic crack analysis

S. Loehnert

Institute of Continuum Mechanics
Leibniz Universität Hannover
Appelstr. 11, 30167 Hannover
loehnert@ikm.uni-hannover.de

The eXtended Finite Element Method (XFEM) is a widely used technique for the simulation of cracks, heterogeneities and other problems in solid and fluid mechanics showing discontinuities in the field variables or their derivatives or localization phenomena of any type. It has shown to be very efficient and attractive for two and three dimensional simulations. However, the geometry of the discontinuity in conjunction with the mesh geometry and the applied XFEM enrichment scheme might in certain cases lead to very badly conditioned or even singular coefficient matrices, in general due to (near) linear dependencies between standard and enriched degrees of freedom. This can easily be avoided by slightly changing the crack geometry [1]. However, even this slight change of the geometry in general is undesired. During the last years several stabilization techniques have been proposed in literature based on modifications of the enrichment functions [2], special preconditioning techniques [3], [4], or direct modifications of the resulting equation system [5].

In this contribution advantages and disadvantages of some of the stabilization techniques are presented. Additionally a simple but very efficient regularization method presented in [6] is combined with other stabilization techniques and extended to dynamic crack simulation problems. The technique is based on an eigenvalue decomposition of the element stiffness matrices of selected fully enriched elements and a stabilization of the subspace that causes ill-conditioning. This regularization technique has very little effect on the solution of the resulting equation system but significantly improves the condition number and is thus ideal especially for large three dimensional eXtended Finite Element problems. This is demonstrated with a number of numerical examples for static and dynamic crack simulations.
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Cohesive crack with friction growing at the interface between dissimilar isotropic materials

S. Valente¹, A. Alberto¹ and F. Barpi¹

¹ Dep. of Structural, Geotechnical and Building Engineering
Politecnico di Torino, 10129 Torino, Italy
silvio.valente@polito.it, andrea.alberto@polito.it, fabrizio.barpi@polito.it

The behaviour of many concrete structures, such as concrete dams or underground repositories for nuclear waste storage, strongly depends on a cohesive crack with friction growing at the interface with the rock foundation. In the quasi-static analysis of these problems traditional iterative (Newton Raphson) methods fail to converge to the equilibrium condition, even by using the so called path-following arc-length method [1]. In order to overcome these difficulties, according to a method called ‘fictitious crack length control scheme’, for a predefined position of the Fictitious Crack Tip (shortened FCT), it is useful to enforce two [2] or more terms of the asymptotic expansion [3], [4], [5] along the Fracture Process Zone.

In this way it is possible to stabilize the above mentioned numerical process in order to obtain the external load multiplier which is associated with the predefined position of the FCT. Therefore no previous converged step is required. From this point of view this method is similar to the non-incremental LAarge Time INcrement (shortened LATIN) methods [6], [7].

With this approach it is possible to analyse cracking processes occurring at a macro structural level on the basis of mechanical properties measured in the laboratory and having a specific microstructural meaning.

In the present paper some new results related to a gravity dam model proposed as a benchmark by the International Committee on Large Dams [8] are presented.
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Modelling of Damage in Reinforced Beam-Column Elements with Embedded Discontinuities

G. Juárez-Luna\textsuperscript{1,*} and E. Tenorio-Montero\textsuperscript{1,†}

\textsuperscript{1} Departamento de Materiales, Universidad Autónoma Metropolitana
San Pablo 180, Reynosa Tamaulipas, 02200, Azcapotzalco, México D.F
\textsuperscript{*}gjl@azc.uam.mx, \textsuperscript{†}etenorio14@hotmail.com

A beam-column element with embedded discontinuities is formulated and implemented for modelling the formation of hinges, which includes the rotational, transversal displacement and axial displacement jumps. The variational formulation includes the strain energy of a beam [1] and a bar, both elements with embedded discontinuities. This element uses constitutive models to independently include the moment, shear force and axial force. These constitutive models are formulated based on damage mechanics and experimental test reported in the literature. The frame element with embedded discontinuities and the constitutive models where implemented in the Finite Element Analysis Program (FEAP) developed by [2].

Some numerical examples are presented to show the capability of the beam-column element with embedded discontinuities to release energy by the development of hinges. These examples include tunnels, beams and frames under loads, which induces damage in the elements. Numerical modelling of segmented tunnels are discretized with beam-column elements, which are supported on spring elements with the ground properties. Spring elements were also used for modelling the joints between the segments in the circumferential direction and the ring joints which connect parallel adjacent rings. The numerical load vs displacement curves are congruent with numerical and experimental results reported in the literature.
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Mixed-mode fracture in strong discontinuities

J. Alfaiate¹, L. J. Sluys², D. Dias-da-Costa³
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³ School of Civil Engineering, The University of Sydney, Australia and INESC
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   daniel.diasdacosta@sydney.edu.au

Damage is usually considered as a deformation driven process. However, fracture criteria, such as crack initiation and crack evolution, are typically defined in the stress or traction space. As a consequence, in most cases a failure surface is not correctly predicted by the models.

In this contribution, different damage models are studied for mixed-mode fracture in the context of strong discontinuities. First, similar to the work presented in [1], deformation-based models are adopted. The corresponding predicted limit surface in the traction space is found to be linear, with an inclination dependent on the elastic stiffness coefficients, which is a limitation. An energy-based model is considered next. Both isotropic damage evolution and non-isotropic damage evolution are introduced. The isotropic version gives rise to a symmetric constitutive relation. However, in this case, circular limit surfaces are predicted in the traction space. A more refined version is proposed, in which the internal damage variable is also made dependent on the traction field: a better approximation of the limit surface is obtained; however, symmetry of the tangent constitutive tensor is lost. Thirdly, a traction-based model is proposed. In this case the limit surface in the traction space is enforced. Different damage evolution laws are analysed to cope with both mixed-mode fracture and shear bands under compression.

Finally, dilatancy is taken into account. Examples are shown for the three concepts, with and without dilatancy, and are compared to experimental data.
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Determination of the fracture parameters in three-dimensional structure by the finite element method
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Abstract

A lot of structures of Civil Engineering and construction Engineering are cracked more or less. The analysis of the evolution of their behavior and the possible risk of irreversible disorders (fracture…) is a function of the existing cracks and their potentiality to evolve. Several researchers studied this phenomenon and developed fracture mechanics theory, permitting to analyze the evolution of cracks until the possible ruin of the structure.

In the present research, we used the equivalent domain integral (EDI) to evaluate the stress intensity factor along the crack front using the finite element method. Based on the equivalent domain integral method with auxiliary fields, an interaction integral is also derived to extract the second fracture parameter is called the T–stress for a three-dimensional isotropic cracked solid.

A program in Ansys 11.0 (in batch mode) is elaborated to modeling and to analyzing the three-dimensional isotropic cracked structure. A second program is also elaborated in Fortran 90 called ECAPE2. This program permits to determine the
distributions of stress intensity factor and $T$–stress components, along a three-dimensional crack front.

We validated these programs while treating two models the more frequently met in fracture mechanics that are respectively a set of plates center-cracked and other set of plates to double edge crack under pure mode-I loading conditions.
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MS2: Advances in the Experiment-Modeling Dialog
X-DIC for ductile tearing monitoring using ultra high resolution cameras
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Ductile tearing simulation is still a challenge when you want to follow the process of rupture from the initiation of damage until the final macroscopic crack. Even if the modeling and the simulations are becoming increasingly precise, experimental tests should also allow to discriminate between different models as accurately. The main difficulty being to succeed of measuring strains along decreasing scales. When using Digital Image Correlation (D.I.C.) [1], the smaller subset size is about $20 \times 20$ pixels to measure strains accurately. If one wants a necked zone covered per 10 subsets, you need 200 pixels in the bandwidth and again almost 10 times more pixels for the whole specimen (about 2000 px of width). Then, 4MPx camera is the lower limit of resolution in that case [2]. But, if one expects to track the crack localization (in mode I or II) inside a necked zone, you will need 10 times more pixels in the bandwidth. In the present work, we show that it is possible to doing this, using ultra high resolution cameras (from 29 Mpx images where 1px $= 1\mu m$ to 260 Mpx when the pixel shifting technic is used). A new specific test called \textit{flounder eyes test} will be presented. A specimen perforated of two asymmetric and different radius holes is subjected to vertical tension. The very slow loading allow shooting the specimen all along the onset of necking and crack propagation in mode I outer of the holes and in mode II between the holes (see fig. 1). The description and results of these tests have been posted in digital format in an open web data base [3] and may be used as a benchmark for ductile tearing. An example of displacement field is given in fig. 2.
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\textbf{FIGURE 1} – Three speckle images of a flounder eyes test on S235 steel during tearing.
FIGURE 2 – Vertical displacement field and along a segment between the two holes (px).
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Modelling of concrete fracture at aggregate level using FEM and DEM

Ł. Skarżyński¹, M. Nitka¹ and J. Tejchman¹

Fracture is a fundamental phenomenon in quasi-brittle and brittle materials. It is a major reason of mechanical damage under loading that contributes to a significant degradation (reduction) of the material strength. It is highly complex due to a heterogeneous structure of brittle materials over many different length scales, changing in e.g. concrete from a few nanometres (hydrated cement) to the millimetres (aggregate particles). Therefore, the material heterogeneity should be taken into account when realistically modelling the material behaviour. An understanding of a fracture process is of major importance to ensure the safety of the structure and to optimize the behaviour of material.

The paper describes numerical 2D results of fracture at the aggregate level in notched concrete beams under quasi-static three-point bending. Two different numerical approaches were used: a continuum [1] and discrete one [2]. Within continuum mechanics, the simulations at the aggregate scale were carried out with the FEM based on a damage constitutive model enhanced by a characteristic length of micro-structure by means of a non-local theory [1]. The model has 6 material constants. As a discrete approach, the three-dimensional spherical discrete element model YADE was used [2]. The model takes advantage of the so-called soft-particle approach (i.e. the model allows for particle deformation which is modelled as an overlap of particles). The model has 5 material constants.

Concrete was considered as a four-phase body. It included aggregate particles, cement matrix particles, interfacial transitional zones (ITZs) and voids. The concrete micro-structure was directly taken from the real specimens based on 3D images (aggregate, cement matrix and voids) with the aid of the x-ray micro-tomography and 2D images (ITZs) from the micro-scope with a very high resolution (Fig.1). In particular, the presence of aggregate particles and ITZs is important since the volume fraction of aggregate can be as high as 70-75% and the ITZs with the thickness of about 50 µm are always the weakest region in usual concretes (wherein cracking starts because of their higher porosity). Initially, a comprehensive calibration process was performed based on uniaxial tensile tests. A satisfactory agreement between the experiments and numerical calculations with respect to the force-deflection diagram and propagation way of the crack above the notch was obtained (Fig.2). The crack moved mainly by ITZs (sometimes it moved however through a weak aggregate particle). In addition, some micro-structural events (force chains, local void ratio change, aggregate rotation and vortex-structures) were studied in detail by DEM [2].
**Figure 1:** Concrete micro-structure: a) 3D image of concrete micro-structure by x-ray micro-tomography and b) 2D image of ITZ by scanning electron microscope.

**Figure 2:** Comparison between experiments (a) and numerical approaches (b, c): a) 2D view on cracked concrete surface from x-ray micro-tomography, b) localized zone by FEM based on non-local strain and c) crack by DEM based on broken contacts.
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Heterogeneity informed quantitative micromechanical approach of ductile fracture in 6xxx aluminium alloys.
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Ductile fracture results from the nucleation, growth and coalescence of small internal cavities. In aluminium alloys, the void population generally nucleates by the fracture of iron rich intermetallic particles. The objective of this study is to understand and model the effect of microstructure heterogeneities on damage accumulation in three 6xxx series aluminium alloys. The three alloys, i.e. Al 6005A, Al 6061 and Al 6056, exhibit a volume fraction of iron rich particles close to 1%. However, samples of similar yield strengths, owing to appropriate heat treatments, show major differences in the true fracture strain for these three alloys.

A cellular automaton model, involving a high number of particles with distribution of position, sizes and void nucleation stress is developed to predict fracture. The model treats local interaction between neighbouring cavities in a simplified way and captures cluster effects on coalescence. The model parameters are extracted from a detailed microstructure analysis. High resolution 3D X-ray synchrotron tomography is used to characterize the size and position distribution of the iron-rich intermetallics and initial cavities in the three alloys. In addition, a statistical study performed on polished fractured tensile samples allows extracting nucleation stresses and the probability of fracture as a function of the size of the intermetallic particle. The model quantitatively predicts all the fracture strain using a single void nucleation stress distribution as a function of particle size with no other fitting parameters. This shows that the key element setting the fracture strain is the effect of particle size distribution and spatial distribution on void nucleation and coalescence.
The failure of elastomer is described here in a context of studying the ageing of irradiated materials. The failure depends on the microscopic architecture of the material (cross-link density, free-ended chains, local defects...). Molecular dynamics simulations are used to control accurately this architecture. Elastomers are created using the polymer classical coarse-grain model [1], radical-like polymerisation [2] and random cross-linking with topological constrains. Tensile tests are then simulated up to their rupture. In a second time, irradiation ageing effects are added in the simulation. The tests results show a significant effect of the architecture variations on the elastic behavior and the failure.
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Extraction of SIFs and crack tip detection for curved cracks using digital images
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Extracting stress intensity factors (SIFs) and detecting the position of the crack tip using digital image correlation (DIC) have been the topic of numerous papers. Most of the existing approaches consider a projection of a measured displacement measured onto a basis allowing for estimate SIFs (see e.g. [1]. The position of the crack tip is either considered as a minimization parameter of the projection or directly estimated from the first super-singular field amplitude of the Williams’ series as proposed in [2]. Based on the latter framework, it is shown in [3] that the SIFs best estimate is obtained when SIFs are among the unkown of the DIC algorithm. The major limitation of all these techniques concerns curved cracks. Indeed, for the Williams’ series to be used, the size of the extraction domain must be small compared to the crack curvature. However, the ill-posed nature of the extraction problem makes the uncertainty on SIFs and crack tip position increase when the extraction domain size decreases. There is thus a need for an additional effort to deal with curved cracks with low uncertainty levels. The proposed approach is based on a finite element DIC formulation with elastic regularization. Further, an adaptive meshing strategy is used to adapt the mesh to the crack morphology and to properly mesh a circular domain at the crack tip. Within this inner domain, the finite element degrees of freedom are condensed onto the Williams’ series coefficients. The elastic regularization adopted in the outer domain, allows to decrease the size of the extraction domain significantly while a low uncertainty level is maintained. The performance of the method is evaluated using an artificial test and its ability to track crack propagation in mixed mode is illustrated with a real experiment on a PMMA plate.
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Numerical modeling of propagating compaction bands in brittle granular media

F. Guillard$^1$, P. Golshan$^2$, L. Shen$^1$, J. Valdez$^2$, I. Einav$^1$.

$^1$ School of Civil Engineering
The University of Sydney, NSW 2006, Australia

$^2$ San Diego State University
5500 Campanile Drive San Diego, CA 92182, USA

During the uniaxial tension or compression of a material like foam, bone or metal, plastic deformation in the specimen can localize in bands. In some alloys, these bands can move through the sample leading to a serrated stress-strain curve known as jerky flow or Portevin–Le Châtelier effect [1]. Recently, the same kind of phenomenon of propagating compaction bands has been observed in the compression of brittle granular materials, like snow [2] or puffed rice [3].

To better understand the apparition of propagating compaction bands in brittle granular materials, we developed a discrete 2-dimensional numerical simulation. A lattice of springs is compressed at constant velocity. Each spring has a maximum force it can support, beyond which it breaks, i.e. the force it carries drops to zero and its stiffness and strength are increased.

This simple configuration leads to a wide variety of velocity patterns in the specimen. If at low velocity the deformation of the sample is generally erratic, at medium velocity a propagating deformation band can form. At larger velocity the medium deform almost homogeneously. Depending of the parameters, other behavior have been observed, like the propagation of multiple bands. These simulations are confronted to experimental observations on puffed rice showing very similar patterns, related to the location of breakage in the sample. The selection of the observed deformation pattern is studied in relation with the characteristic times in the specimen, which could lead to a better understanding of the condition of apparition of propagating compaction bands in brittle materials.
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Experimental database for mixed-mode crack propagation in concrete: comparison between experimental and numerical results using full-field measurements
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In order to experimentally validate concrete damage and fracture models, identify its parameters and better characterize the concrete behaviour during mixed-mode crack propagation, multiaxial tests are developed. Information considering mixed-mode crack propagation in concrete is vital to the development of the damage and fracture models, however this kind of tests are seldom found in literature. Among these tests, the results obtained by Nooru-Mohamed (1992) [1] and Winkler (2001) [2] are often used to validate models since nontrivial crack paths are obtained under mixed-mode loading conditions. However, the comparison is based just on the final crack pattern and the boundary conditions that are prescribed in the numerical simulations are the theoretical ones. The present goal is to perform rich and discriminating tests by using state of the art techniques, where the experimental boundary conditions are directly measured during crack propagation. The loadings are applied using a hexapod testing machine controlled by a 3D displacement system [3] and the cracking state is analysed via digital image correlation.

With the proposed experimental setup several loading histories are analysed: proportional multiaxial loading histories and non-proportional ones. In the present case, the experiments developed are mainly used for validation purposes. They can also be used to identify some of the damage models parameters that are not accessible through standard tests (e.g., equibiaxial tensile strength). The experimental results are confronted with numerical simulations performed with a nonlocal (i.e., gradient) damage model [4], [5]. The present work underlines the importance of using accurate boundary conditions, estimated from full field measurements [6], to perform numerical simulations that reproduce the experimental results.

It is believed that these experiments are not only challenging the chosen damage model but more generally a wide class of damage and fracture models. The fact that the tests have been monitored very extensively should allow for a thorough investigation in which kinematic fields and static data can be directly compared with numerical simulations.
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Masonry is an anisotropic and heterogeneous material, in which mortar joints act as planes of weakness. Many variables influence the mechanical behaviour of masonry, as material properties of bricks and mortar, geometry of bricks, dimensions of joints, brick arrangements etc... It is consequently quite a challenge to accurately represent the behaviour of each block and cracking of the joints.

Discrete Element Method (DEM) allows to model collections of rigid or deformable bodies in interactions, and thus seems appropriate to model such a discontinuous material as masonry. The LMGC90 [1] is a discrete element software, developed by Montpellier University, and based on the "Non Smooth Contact Dynamics" method. It allows to deduce a global behaviour from the behaviour of each object, taking into account the interactions between each body. An accurate description of interactions is thus essential to well describe the global behaviour of the structure. To model masonry, we chose to average the mortar joints and brick/mortar interfaces to one cohesive interface.

The failure of the interface is assumed to be quasi-brittle, described by a cohesive zone model with an elastic part, followed by a softening branch in which stress decreases, damage propagates, and fracture energy is consumed. To approximate the softening part, we adopt the bilinear model proposed by Morel et. al. [2]. The global fracture energy $J^c$ is divided into two fracture energies, that represent mobilized mechanisms : microcracking $J^\mu$ and crack bridging $J^b$. The shape of cohesive function is then given by :

(i) the cohesive fracture energy $J^c$
(ii) the energy distribution between the two cohesive energies $J^\mu$ and $J^b$, defined from the ratio $\Phi = J^\mu / J^b$
(iii) the critical opening $\delta^u$
(iv) the maximal stress $\sigma^c$
(v) the initial stiffness $K^0$

To better represent real mechanisms, which are combinations of mode I (traction) and mode II (shear), we formulate the above cohesive function with mixed mode. The mixed mode cohesive model is deduced from the parameters given above ((i) to (v)) of each pure modes. Using the work of De Moura [3], we use a quadratic stress criterion to determine...
damage initiation (opening at maximal stress), and a fracture energetic criterion to manage crack growth and damage propagation.

To validate the proposed cohesive zone model, an experimental campaign has been led, with masonry made of limestone ashlar and lime mortar joints, typical of old buildings around the city of Bordeaux. First, traction tests on one mortar joint between two blocks, and triplets shear tests were performed to obtain values corresponding to pure modes parameters. A half-scaled masonry wall has then been tested under quasi-static shear loading. A discrete element model of the tested wall was realized. Experimental datas from traction and shear tests allowed to define the cohesive interface law. The damage propagation in the simulation shows good agreement with test cracking. We also obtain similarities between experimental and numerical global behaviours.
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In this work we combined two different experimental techniques, x-ray computed tomography (CT) and quantitative acoustic emission (AE) in order to extract robust estimates of micro mechanical properties at different stages of loading and damage. The techniques were applied to the specific problem of energy dissipation in steel fiber reinforced ultra high performance concrete (UHPC) subjected to quasi-static loading. In previous work[1], analysis of CT images of damaged concrete allowed us to deduce the contribution of different toughening mechanisms in a UHPC reinforced with 30 mm hooked steel fibers. Specifically, results showed that beam specimens subjected to 3-point bending, matrix cracking actually dissipated more energy than fiber pullout. However, later work showed, not surprisingly that this depends on the extent of specimen loading.

In order to identify different energy dissipation mechanisms as a function of damage level, AE activity was monitored during the test. The goal was to deduce different types of damage through classification of the AE waveforms. As a starting point for classification, AE activity was monitored during simple tests of unreinforced specimens subjected to 3 point bending, and dogbone tension specimens subjected individual fiber pullout. The former was used to establish AE characteristics of matrix cracking, while the latter was used to establish AE characteristics of fiber pullout. A wavelet decomposition was used to characterize signals from the simple tests. These characteristics were then used to identify signals that corresponded to the matrix cracking as compared to the pullout in the fiber reinforced specimens. Results showed that, not surprisingly, early stages of damage are dominated by matrix cracking, while fiber pullout energy dissipation increases as the specimen is further deformed. By combining the two techniques, we can produce a fairly clear quantitative picture of energy dissipation. Such information can be part of a robust model validation program.
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Fundamental knowledge of crack propagation is essential for safety assessments of aero engine critical parts. The total life of a compressor or turbine disc can be split into the crack initiation phase and the subsequent crack propagation phase.

Highly stressed features especially those ones with a high surface stress concentration factor tend to be inelastically stressed in the first flights. After the initial redistribution of stress the material is cycling along the Hooke’s line in the subsequent flights. This phenomenon is known as elastic shake-down.

Fig.1: Elastic shake-down condition in a stress concentration feature after cyclic loading (here: cruciform specimen) [1]

Since linear elastic fracture mechanics is only valid in elastic stress regimes it has been investigated whether it’s usage can be extended to elastic shake down conditions.
The work presented here focuses on crack propagation in inelastic pre-strained specimens. A test logic has been developed to identify the effect of the inelastic pre-straining, which could change the material behaviour via hardening or softening of the material. In a second step the effect of inhomogeneous pre-straining is investigated. This case is considered to be relevant for component features that exhibit elastic shake down.

The experimental test program comprised specimen tests using the corner crack specimen design, which due to its similarity to real cracks is the standard in aero engine crack propagation testing. Furthermore, a modified notched corner crack specimen was tested, which has been developed for the inhomogeneous pre-strained features.

Two typical engine disc materials were used in the test programme, Udimet 720 Li and Titanium 6246. The results, which include stress intensity factor solutions for both specimen types, indicate that the inelastic pre-straining has no significant effect on the propagation of the specimen and therefore the methods of linear elastic fracture mechanics can be applied to features exposed to elastic shake down conditions.
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Mode I-III Decomposition of the $J$-integral from Digital Image Correlation Displacement Data
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A large number of failures in engineering structures occur under complex loading leading to brittle fracture (e.g. pressure vessels, pipe lines, aerospace). A promising technique to quantify fracture is the evaluation of the $J$-integral on full-field displacement data obtained by digital image correlation (DIC) [1]. However, the evaluation of brittle fracture frequently requires separation of the $J$ equivalent stress intensity factor (SIF) into separate mode I, II and III components. As these are not readily available from standard $J$-integral evaluations, specialised methods such as the interaction integral [2] or field fitting approaches [3] are usually required. The decomposition method, proposed by Ishikawa et al [4], enables direct computation of mode I, II and III $J$-integrals, which may be converted to SIFs in linear elastic materials.

This study investigates the applicability of the decomposition method to the extraction of mode I-III SIFs from DIC displacement fields. The method is tested and validated on mixed mode I-III Williams series displacement fields. SIF estimation errors were determined by comparing SIFs from analytical fields with those obtained by the $J$-integral decomposition method. The accuracy of the method was investigated with respect to three types of synthetically generated DIC displacement error:

- Random displacement noise
- Rigid body misalignment: translational and rotational
- Failed correlation (missing displacement data) in crack regions

It was found that, within the error margins of most DIC algorithms, displacement noise and rigid body misalignments have negligible effect on SIF estimation accuracy (less than 1 %). Significantly more prominent errors occurred as a result of missing displacement data close to the crack faces (est. 15 %). The approach used to improve results in this study was to replace missing data in the crack region with interpolated data. This improved the overall accuracy (all noise sources considered) to within 5 %.

Experimental validation was performed on PMMA single-edge cracked specimens subjected to mixed loading using a modified Arcan fixture. Decomposed SIFs from specimens loaded in pure mode I, II and III, and mixed loading showed good agreement with mode I fracture toughness values obtained from compact tension tests (ASTM E1820) and mode II and III values extrapolated from literature.
This approach is recommended for the experimentalist who requires simple and efficient calculation of separate mode I-III energy release rates or stress intensity factors, where displacement fields are not limited to those resolved by DIC.

References


"MS3: Cracking due to coupled processes, including durability mechanics and hydraulic fracture"
Stability of distributed hydraulic fractures against localization: A fundamental problem in fracking of gas shale
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The recent advances in hydraulic fracturing of oil and gas bearing rocks, aka "fracking", have been nothing less than astonishing. These advances have made the US self-sufficient in energy for the first time in a half century. However, while the horizontal drilling and fracking technology has become extremely advanced and sophisticated, the mathematical modeling of interactive fracture mechanics and fluid mechanics aspects of shale fracking is not yet understood. It needs to be, if the current rate gas recovery from the shale strata, which is only about 5% to 15%, is ever to be exceeded. This contribution proposes presents a multi-physics approach to 3D modeling of fluid-driven propagation of a vast network of cracks and open joints in shale, a material of extremely low permeability. The complex nonlinear and anisotropic mechanical behavior of shale is captured by means of a microplane model. Because the crack spacing must be only about 10 cm, according to the current gas recovery rate, the fracture of shale analyzed a softening damage in a smeared way by the crack band model in which spurious localization of softening is prevented by a material characteristic length. 3D nonlinear equations governing the Poiseuille flow of compressible cracking fluid through the cracks whose opening and length is controlled by fracture mechanics are formulated. Preliminary numerical simulations of hydraulic fracturing starting from perforations in a horizontal borehole are presented and discussed.
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Alkali-silica reaction (ASR) is one of the most recognized deleterious phenomena in concrete and has been a major concern since its discovery in 1940s. The reaction which occurs between reactive silica or silicates present in some aggregates and alkalis of Portland cement produces an alkali-silica gel that expands in the presence of moisture resulting in concrete cracks, spalling and other deterioration mechanisms.

The purpose of this study was to utilize the kinetic model over the mortar expansion data for the 0.5N NaOH to evaluate the alkali-silica reactivity (ASR) of ten aggregate groups. In order to serve the stated purpose, linear expansion of mortar bars made with each aggregate for the 1.0N and 0.5N NaOH solutions was measured, and previously suggested ASR kinetic model, known as Kolmogorov-Avrami-Mehl-Johnson (K-A-M-J) model, was fitted with the expansion data over the test duration of 14 and 28 days. The failure limits for the 0.5N NaOH at 14 and 28 days were developed from the ASR kinetic model to better classify the aggregates into innocuous and reactive. Compared to the previous model, the proposed failure limits showed a better correlation with the findings obtained from the expansion limits in evaluating alkali-silica reactivity of the investigated aggregates.

Keywords: Alkali-silica reactivity, Mortar bar, Expansion, Kinetic model, Test durations.
Lattice Modelling of Hydraulic Fracture
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Characterizing the path of the hydraulic fracture in a heterogeneous medium and the change of the transport properties of this medium is one of the challenges of current research on hydraulic fracturing.

A 2D lattice hydro-mechanical model is used to describe hydraulic fracturing. Coupling is achieved with a staggered scheme that comprises two dual lattices, one for the mechanical problem and another one for fluid flow. In the mechanical problem [1], natural joints are added. They are represented introducing elements with a Mohr-Coulomb behavior. In the fluid problem, Poiseuille flow is considered in each lattice element. A local permeability, which depends on the viscosity of the fluid and on the lattice geometry (opening between two solid parallel planes), is introduced. Macroscopically, it yields a Darcy-type equation in the case of a homogeneous material. The action of fluid pressure on the solid skeleton is represented using Biot’s theory. The effect of cracks on fluid flow is captured by increasing the local permeability according to the increase of relative displacements in the dual mechanical lattice element. This increase results from the non-linear response of the skeleton.

First, we present the propagation of fracture restricted to the mechanical case. The influence of a natural joint crossed by the fracture is analyzed with the help of a parametric study. Then, the hydro mechanical coupling is introduced. Results concerning characteristic length and hydraulic fracture behavior are discussed. The size of the area concerned by the change of transport properties, the stimulated reservoir volume, with respect to permeability, is analyzed. This parameter is important in order to evaluate the efficiency of the stimulation by hydraulic fracture in the context of tight hydrocarbon reservoirs.

Acknowledgments: Financial support from TOTAL Exploration & Production is greatfully acknowledged.
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Numerical modeling of hydraulic fracturing under the influence of natural faults.
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The production rate of oil and gas from unconventional reservoirs, such as shales and tight sandstones, largely depends on the successful creation of hydraulic fractures. The created fracture network increases the conductivity of the reservoir making the production of shale gas economical beneficial. An important aspect of the generation of the fracture network is the interaction between the created hydraulic fractures and natural fractures that are already present in the reservoir [1].

We use our two-dimensional enhanced local pressure model as starting point of this investigation. This model, which can be considered as an extension of the partition of unity based representations, has been developed for hydraulic fracturing simulations [2]. The pressure in the fracture is described by an additional set of degrees of freedom. The pressure gradient due to fluid leakage near the fracture surface is reconstructed analytically, based on Terzaghi’s consolidation solution. With this numerical formulation we ensure that all externally applied fluid flow goes exclusively in the fracture. The necessity to use a fine mesh near the fracture to capture the pressure gradient is therefore avoided. Bulk poroelasticity is based on Biot Theory and the fracture process is governed by a cohesive traction separation law. We extend the model to accommodate multiple interacting cracks.

In this contribution we will show hydraulic fracture propagation and nucleation due to fluid injection in a shale rock. By including natural fractures to the initial configuration, we will investigate their influence on the propagation path of a hydraulic fracture.
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The analysis of discontinuities in geological modelling requires specialized numerical techniques. In the present work, zero-thickness interface elements of the Goodman type are used in the context of the FEM. Due to the potentially strong interaction between the solid and fluid phases, a fully coupled (monolithic) hydro-mechanical formulation [1] is proposed for the analysis of hydraulic fracture.

One of the key points of current investigation is the mechanical constitutive law. In this paper an elastoplastic law which incorporates concepts of fracture mechanics is selected. The history variable controlling the behaviour of interface is formulated in terms of energy dissipated in fracture process, which allows us to introduce the fracture energy spent associated to mode I and mode IIa (G_{F_I} and G_{F_{IIa}} respectively) as model parameters [2]. Concerning the hydraulic problem, the formulation decomposes the flow in two components along and across the discontinuity, with the corresponding longitudinal and transversal conductivity parameters, which in turn may be affected significantly by the fracture opening (cubic law).

The simulations presented in this paper are an extension of previous work presented by the authors concerning the propagation of a single fracture in 2D [3]. In the current paper, the analysis is focused on the 3D extension of the analysis of a single fracture. The calculations performed include two cases which are compared with previous analytical and numerical solutions [4]. The first example consists of a horizontal layer of 1m of thickness with a line-like distributed flow injection, with the purpose of simulating as close as possible the standard GDK formula [5]. The second case involves a cubic block of 80 m side where three sets of zero-thickness interface are displayed.
(one over the vertical mid-plane and two sets located at each contact between the horizontal layers) and it is compared with the classical PKN solution [5]. The results obtained in both cases show a good agreement with the formula predictions and with other existing numerical solutions.
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Since the pioneering work by Barenblatt and Dugdale in the 1960s, cohesive zone models (CZM) have been widely used. Here our aim is to propose a model capable to predict the fatigue crack propagation under high pressure gaseous hydrogen environment. For this purpose, a CZM dedicated to cracking under monotonic as well as cyclic loadings has been implemented in the ABAQUS finite element code. CZM describes the area of the crack tip - called "process zone" - by a traction-separation law (TSL), that is a relationship between the cohesive stress vector (T) and the displacement jump between the lips of the crack (δ). A specific traction-separation law, adapted to describe the gradual degradation of the cohesive stresses under cyclic loading, and sensitive to the presence of dissolved hydrogen at the crack tip is formulated within the framework of Thermodynamics of Irreversible Processes (TIP). The finite element code ABAQUS has no coupled mechanical-diffusion calculation procedure. However, the mass diffusion equation is analogous to the equation of heat. As a consequence the coupling between mechanical behaviour and diffusion of hydrogen can be modelled using a "coupled temperature-displacement" scheme. The bulk material, surrounding the cohesive zone, is assumed to exhibit an elastoplastic behaviour. Finally the hydrogen diffusion in the bulk is accounted for through the equation proposed by Krom et al. [1].

The simulation results are compared with fatigue crack propagation tests performed on a 15-5PH martensitic stainless steel [2]. The effect of hydrogen on the fatigue crack propagation simulations using the proposed CZM model is consistent with experimental crack growth rates at low hydrogen pressure (0.09 MPa). The model predicts qualitatively the loss of resistance caused by the presence of hydrogen at the crack tip. However, the drastic loss of resistance to cracking observed at high hydrogen pressure (9 MPa) is underestimated.
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Stimulation of oil or gas fields by means of high hydraulic pressure, i.e., fracking, is a common process used to increase and control oil production in a reservoir. Superposed to compressive stress state found in deep veins, the fracking process produces a diffused zone of damaged material, characterized by a higher porosity which facilitates the production, and only under particular conditions it is possible to observe the localization of the damage with the formation of a dominant crack.

Aim of this work is to describe a multi-scale porous brittle damage material model that, in combination with a coupled hydro-mechanics finite element code, can be used to describe the outcomes of fracking processes. The porous material model stems from an existing finite kinematics brittle damage model [1], which describes the distributed damage of brittle materials as a compressive phenomenon that only occurs when sufficient confinement is present. The damage phenomenon is to be intended as opposed to fracture that happens under tensile stress. The brittle damage model is characterized by particular microstructures, consisting of nested families of equi-spaced cohesive faults, bounding otherwise elastic matrix material, referred to as recursive faults, see Fig. 1.

We propose a linearized form of the recursive-faulting model introduced in [1]. We confine our attention to isothermal processes in brittle materials that behave elastically in the absence of damage. We extend this simplified model to include anisotropy of the matrix and, starting from its particular fault microstructure, we regard the damaged material as a porous medium and derive from kinematic considerations its macroscopic permeability [2, 3, 4]. The geomechanical behavior of the medium is then coupled to the flow of a fluid.

We describe the behavior of the proposed material model under loading conditions that characterize typical deep veins of oil and gas field. In particular, we consider an overall compressive anisotropic stress state, and apply a sudden variation of one of the principal stresses which leads to the formation of one or more faults microstructures. Additionally, we consider the same situation with the presence of a natural set of faults, as often observed in oil or gas shale fields, and estimate the formation of faults due to a change of the
The model predicts the effective or macroscopic behavior of the material from its elastic and fracture properties, and describes the microstructures underlying the microscopic behavior, accounting for fault nucleation and cohesive and frictional behavior of the faults. These features allow for the prediction of damage patterns, the brittle-to-ductile transition resulting under increasing confinement, and the variation of permeability of the porous medium according to the evolution of the faults.
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Well integrity, a classical topic in the oil and gas industry. To abandon a well, liquid cement column is put into a cased and cemented wellbore and set cement plug. But increasing of reservoir pressure may lead to fracture initiation and propagation in micro annulus at plug-casing interface.

Three dimensional model of fluid driven fracture [1] has been developed and applied to simulate this process and estimate the conditions of fracture initiation and propagation. The main assumptions behind the model are as follows. Cement is considered as linear elastic isotropic homogenous material, steel casing is assumed to be absolutely rigid. Fracture growth is assumed to be quasistatic, and its propagation is described by series of snapshots. Reservoir fluid is supposed to be incompressible homogeneous and Newtonian. No cement erosion, particles transport and fluid filtration through the cement are taken in to account.

The model consists of three sub-models with each one to describe one of the main sub-processes. Deformation of cement plug is described by 3D elastic equilibrium equations that are solved by Boundary Element Method. Pre stress of cement is supposed to be governed by hydrostatic law. Fluid flow inside the fracture is governed by 2D lubrication equations that are solved using the Finite Element Method. Fracture growth condition for brittle materials based on linear elastic fracture mechanics assumptions is used to describe failure of the cement at its boundary with casing. Interpolation formula is applied to calculate Stress Intensity Factors that are necessary to obtain speed of fracture propagation.

Validation of the model against the laboratory experiment with aluminium tube and poly(methyl methacrylate) block [2] has been performed. Sensitivity analysis has been carried out to show the influence of pre stress of cement plug, difference of reservoir fluid and cement densities (buoyancy [2]), quality and strength of cement-casing adhesion.

It has been observed that shape of the propagated fracture is stable and does not depend on reservoir pressure, pre stress of cement and initial defect (initial fracture) form. Only fracture propagation speed does. Numerical computations show that complete circumferential debonding does not appear except the case of annular initial defect. Fracture circumferential size reaches the value about 2/3 of the wellbore circuit and further the fracture propagates in longitudinal direction only.
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Under the action of air at elevated temperature, an oxide layer forms on the surface of thermoset polymers. Due to oxidation and changes in the macromolecular structure (mainly chain scissions), this layer shrinks and its properties (Young's modulus, tensile strength and toughness) are changing. The shrinkage generates residual stresses setting the outer layers of an oxidised specimen in tension and this mechanism is generally enhanced by an increase of the Young modulus. Depending on several parameters, the tension can be or not sufficient to cause multiple cracking on the surface. Anyway, the measurement of the bending strength is modified either by the surface cracks or at least simply by the residual stress [1].

The well-known Griffith law cannot be used to predict any crack nucleation, it only leads to decide whether a pre-existing crack can grow or not. Instead, the coupled criterion [2] can, it allows predicting the nucleation of a new crack in a sound structure made of a brittle material. In the general case the onset of such a crack occurs abruptly, the crack jumps from 0 to a given length. Two conditions must be fulfilled: (i) the tensile stress must exceed the tensile strength all along the expected crack path, (ii) the incremental energy release rate must exceed the mode I toughness of the material.

We propose to analyze surface cracking induced by oxidation using the coupled criterion and to compare the results to experiments carried out on specimens made of PR520 epoxy resin [3]. Once it is determined if the oxidation is enough to trigger surface cracking, the model allows predicting the crack depth and spacing [4]. In the other case, i.e. without surface cracking, the failure load in a bending test can be determined, as well as if the crack is arrested or not in the core of the specimen which is under compression.

The originality of this work owes much to the complexity of phenomena where elastic properties and fracture parameters vary with the degree of oxidation which depends on the duration of exposure of the specimens to the air.
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The interest in studies related to the hydraulic fracturing process has increased over the last decade, mainly due to the exploitation of unconventional reservoirs, which is growing and becoming more important to the current energy demand, with the estimation of the existence of large shale reserves spread over several countries.

Numerical modelling of such processes is a challenging task because of the complexity of the physics involved, and because of the structurally complicated geometry of the reservoir. The interaction between rock’s mechanical properties, in-situ stresses, and heterogeneities such as natural fractures and weak bedding planes is determinant of the induced fracture geometry.

To solve this kind of coupled hydro-mechanical problem, the Finite Elements Method is one of the most versatile and widely used. The present study propose a numerical technique called “mesh fragmentation” [1, 2], that uses solid finite elements with high aspect ratio combining with a proper strain softening constitutive model to reproduce the effects of fractures formation process. This methodology, based on the Continuous Strong Discontinuous Approach [3], consists in introducing these high aspect ratio elements between regular elements of a finite element mesh.

Some advantages of this technique are that it can be easily adapted to standard finite elements programs and no tracking algorithms are necessary to follow the evolution of the fracture. The case studies presented in this paper show the ability of the proposed technique to model hydraulic fracturing propagation in unconventional reservoirs.

Keywords: Hydraulic Fracturing, Numerical Simulation, Fragmentation Technique, High Aspect Ratio Elements
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Corrosion damage is an extremely widespread danger to the durability and safety of structures, and there is considerable interest in understanding this phenomenon. Pitting corrosion can lead to accelerated failure of structural components by perforation, or by acting as an initiation site for cracking. The study of pit growth is the main focus in the community of corrosion modeling. These models have successfully predicted the corrosion rate and some are even able to capture the roughening of the corrosion surface. However, since these models consider that the corrosion reaction only affects the evolution of the metal surface, they cannot capture the changes in the mechanical properties in the layer immediately below the solid/liquid interface. These changes, such as embrittlement induced by corrosion or stress-dependence of the diffusion processes in corrosion, are determining factors in explaining how Stress Corrosion Cracking is triggered and how it progresses in time.

In this presentation we introduce a novel peridynamic (PD) model for the evolution of damage from pitting corrosion. We model the anodic reaction in corrosion processes (in which electroplating is negligible) as an effective diffusion process in the electrolyte/solid system combined with a phase change mechanism using peridynamics:

$$\frac{\partial C(x,t)}{\partial t} = \int_H k(x,\hat{x}) \frac{C(\hat{x},t)-C(x,t)}{\|\hat{x}-x\|^2} dV_{\hat{x}} \|\hat{x}-x\| \leq \delta$$  \hspace{1cm} (1)

where \(C(x,t)\) is the metal concentration at a material point \(x\) and at time \(t\). \(\delta\) is the horizon size, a nonlocal scale in peridynamic modeling. In our phase-change model, the micro-diffusivity \(k(x,\hat{x})\) is depending on the concentration as follows:

$$k(x,\hat{x}) = \begin{cases} 
    k_s & \text{if } C(x) \text{ and } C(\hat{x}) > C_{sat} \\
    k_l & \text{if } C(x) \text{ and } C(\hat{x}) < C_{sat} \\
    \frac{2k_sk_l}{k_s+k_l} & \text{if } C(\hat{x}) \leq C_{sat} \leq C(x) \text{ or } C(\hat{x}) \geq C_{sat} \geq C(x)
\end{cases}$$  \hspace{1cm} (2)

\(k_s\) and \(k_l\) are micro-diffusivities, corresponding to the solid and liquid diffusivities, respectively. The peridynamic corrosion model coupled with phase-change allows autonomous movement of the interface. To capture subsurface degradation due to corrosion, we introduce a corrosion damage model based on a stochastic relationship that connects the concentration in the metal to the damage of peridynamic mechanical-bonds that are superposed onto diffusion-bonds. We study convergence of this formulation for diffusion-controlled regime. The model leads to formation of a subsurface damage layer, seen in
Figure 1: (A) Experimental polarization data from (squares) and prediction for the polarization computed with our PD model (triangles). Using just one experimental data-point in the activation-controlled region for calibrating the model, we predict the entire profile of the polarization curve. (B) The damage progression of 2D pitting corrosion in a metal sample with weak passive film on the top. Only the damaged nodes are shown here. The color represents the metal concentration. Blue corresponding to the concentration smaller than 1000 mol/m$^3$, while red means the concentration higher than 6000 mol/m$^3$. Since the saturated concentration is 5100 mol/m$^3$, we can refer the red nodes as the damaged solid nodes. Our model with calibration can quantitatively predict the experimental pit profile (shown in the bottom panel. The top part of the panel is a top view of the sample, while the bottom part is a side view (cross-section) of the pit).

experiments. We validate results against experiments on pit growth rate and polarization data for pitting corrosion (see Figure 1A). We extend the 1D model to the 2D and 3D, and introduce a new coupled model in which in addition to the concentration-dependent damage we allow material phase change based on damage. This coupled model accounts for broken mechanical bonds that enhance corrosion rate. We predict the pit shape and damage profile in materials (Figure 1B) with microstructural heterogeneities, such as defects, interfaces, inclusions, and grain boundaries [1]. Future applications of this model include stress-corrosion cracking, chemo-mechanical degradation in concrete, etc.
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The presentation deals with the effect of stress state on inelastic deformation behavior and damage mechanisms of ductile metals. Biaxial experiments are performed and corresponding numerical simulations will reveal stress states and localization of inelastic deformations in critical parts of the tested specimens.

The underlying framework of continuum damage mechanics is based on the kinematic definition of damage tensors [1]. The phenomenological approach takes into account free energy functions defined in fictitious undamaged and damaged configurations, respectively, leading to elastic constitutive laws which are affected by damage. In addition, a hydrostatic-stress-dependent yield condition and a non-associated flow rule are formulated in the undamaged configurations adequately describing the plastic behavior of ductile metals. Furthermore, a damage criterion and a damage rule formulated with respect to the damaged configurations characterize onset and evolution of damage. They are based on various numerical calculations on the micro-level studying the deformation and failure behavior of void-containing unit cells [2]. Different branches of the damage condition are considered corresponding to different damage and failure mechanisms depending on stress triaxiality and the Lode parameter. To validate the stress-state-dependent functions in the damage condition and the damage rule new experiments with biaxially loaded specimens up to final fracture are performed. Corresponding numerical simulations based on the proposed continuum model show that the tests cover a wide range of stress states and elucidate stress-state-dependent damage and fracture mechanisms in critical parts of the specimens. Furthermore, scanning electron microscope images of the fracture surfaces of the specimens allow validation of the damage and fracture mechanisms on the micro-scale predicted by the numerical simulations.
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Modern high-strength steels (Dual-Phase, low-alloyed TRIP) are generally multi-phase steels, in which the martensitic phase plays a key role. In a multi-phase steel, the generally brittle martensitic phase clearly improves the strength but it may induce a detrimental effect on the ductility. However, recent literature has shown evidence of ductile fracture of martensite. The mechanism behind this ductile fracture is of great interest, since it may help to considerably improve the ductility of high-strength steels in general. The observed ductility may not be an intrinsic property of a martensitic lath, but rather a composite effect at the subgrain scale, where another phase may be retained. For this reason, the term ‘apparent ductility’ is used, since the small amounts of retained phases are difficult to observe and identify experimentally.

This contribution follows a computational approach to unravel the apparent ductility of martensite. The proper description of the crystallographic characteristics at the micro-scale and the identification of small amounts of entrapped phases constitutes the basis of the computational model. A martensite grain reveals a well defined internal heterogeneous (crystalline) substructure, i.e. packets, blocks, laths. Thin layers of retained austenite may also be present between the laths, whereby small volume fractions (5%) of interlath retained austenite may already explain the apparent ductility of martensitic subgrains [1]. A conventional crystal plasticity is used to model austenite as FCC and martensitic laths as BCC phases. The entrapped thin FCC phase is shown to act like a greasy plane on which stiff BCC laths can slide. The role of the orientation relationship between FCC and BCC phases is shown to be of fundamental importance for the observed effect. By means of an upscaling technique, the model has been validated with experimental results on a martensitic steel [1]. By accounting for the presence of interlath austenite, the main features of the experimentally observed deformation behaviour (stress-strain curve, slip activity and roughness pattern) are qualitatively well reproduced by the model. It is also shown that, by neglecting the presence of interlath austenite, the observed experimental stress-strain response is not captured. The presence of interlath retained austenite can remarkably enhance the local deformation of martensite.
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Because many structural materials comprise two or more phases, fracture often involves growth of cracks from one phase to another. Researchers have hypothesized that dynamic effects play an important role in these processes [1]. For instance, carbon steels undergo brittle transgranular fracture when cracks initiated in second-phase carbides extend dynamically into the primary \(\alpha\)-ferrite. Although these cracks would emit dislocations and become blunted at zero velocity, they may instead remain sharp and run brittlely if propagating sufficiently fast [2].

To investigate these phenomena, we simulate crack growth in a bi-material strip using molecular dynamics (MD). We employ a novel interatomic potential in which the elastic properties of the material remain fixed, but the intrinsic ductility of the material can be varied systematically. In this way, complications arising from elastic mismatch at the bi-material interface can be avoided. In the MD simulations, cracks initiate within the brittle material, accelerate, and run dynamically toward the interface. We find that materials that are quasi-statically ductile are also dynamically ductile: that is, the running crack emits, blunts, and arrests at the bi-material interface. This finding is shown to be consistent with a continuum-level analysis of dislocation emission from a steady-state, dynamic crack. We conclude by discussing the implications of these findings for fracture of carbon steels and other two-phase materials.
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The ductile failure behavior of nodular cast iron is well understood for loading under intermediate and high stress triaxiality. This process is usually governed by nucleation, growth and coalescence of voids. In nodular cast iron, the graphite particles debond under tension loading from the metallic matrix and thereby relatively large voids develop. However, there is only little knowledge about the failure mechanisms under shear loading. Therefore, in situ experiments with large flat shear specimens have been performed at beamline ID15a of the European Synchrotron Radiation Facility (ESRF). By using X-ray laminography for 3D observation [1] the nodular cast iron can be studied during the entire deformation process in a region of interest within the specimen. The mechanisms leading to ductile failure under shear loading such as shear band formation, void shape and void volume evolution are investigated in detail with micrometer resolution. Furthermore, the results are compared to predictions of a shear-modified GTN model [2].
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ABSTRACT

Voids originate in the manufacturing process have an important effect on the lifetime of materials and play a important role even on metallic alloys. Indeed, as recently indicated by experimental observations (Srivastava et al. [2012]) at high enough temperatures on tensile specimens, the growth of initially present processing induced voids in a nickel based single crystal superalloy as well as in standard polycrystals played a significant role in limiting creep life. The presence of voids in metals is known to be one of the major causes of ductile failure, as addressed in pioneering works by (Mc Clintock [1968], Rice and Tracey [1969], Gurson [1977]). Most of the studies have been carried out in the case of two-phase material systems comprising an isotropic rate independent matrix phase (metal usually described by von Mises yield criterion) and a voided phase (pores of spherical, spheroidal or arbitrary ellipsoidal shapes).

Far fewer results have been obtained for rate-dependent anisotropic matrix systems, generally based on a phenomenological Hill-type matrix. However, there is no damage ductile growth model for the case of porous single crystals. When these material systems are subjected to external loads impurities fail or decohere leading to the creation of pores, which in turn evolve in size, shape and orientation (Srivastava and Needleman [2012]). This complex evolution of microstructure together with the evolution of the rate-dependant matrix anisotropy is critical in the prediction of the eventual fracture of the specimen under monotonic and cyclic loading conditions.

The purpose of the present work is to develop a model to deal with rate-dependent crystalline matrix phase comprising general ellipsoidal voids that could possibly evolve in shape and orientation, using a variational homogenization framework. The prediction capabilities of the model are compared with finite element computations obtained from unitary and multiple void unit-cells.

RESULTS AND DISCUSSION

The numerical validation of the model has been carried out through FEM, with periodic geometry (see fig 1).

As an important result depicted in fig 2, the present estimate takes into account the anisotropy of the single crystal and anisotropy of the microstructure, while exhibiting very complex coupling both.
Figure 1: Contour of the total slip for a FCC single crystal with a “multipore” geometry of 40 pores (porosity $f = 5\%$), and several creep exponent (a) $n = 1$ (b) $n = 5$ (c) $n = 10$.

Figure 2: Gauge surface for a porous FCC crystal with elliptical voids. (a) Comparison between the model (MVAR) and the FE results in the $\Sigma_m - \Sigma_{eq}$ plane, for a porosity $f = 1\%$ and a range of creep exponent $n = (1, 2, 5, 10)$. (b) In the deviatoric plane $\Sigma_{12} - - (\Sigma_{11} - \Sigma_{22}) / 2$ for a creep exponent $n = 10$, voids of aspect ratio $w = 0.2$, orientation $\psi = 67.5^\circ$, a porosity $f = 5\%$, at different level of pressure.
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Voids can form in austenitic stainless steels, when the steels are submitted to particle irradiation. In virgin austenitic stainless steels, ductile fracture is known to take place as a result of micrometric void growth and coalescence. In irradiated stainless steels, irradiation-induced voids are small, compared to the grain size. Thereby, one can consider the voids as embedded in a large single crystal matrix. In order to model the damage caused by void growth and coalescence in the irradiated steels, it is necessary to develop a set of constitutive equations at the grain scale, i.e. the scale of single crystal.

In our study, void growth and coalescence in FCC single crystal have been investigated using 3D unit cell finite element simulations. For the simulations, the crystal plasticity based constitutive model, proposed by Tanguy et al [1] and Han [2] for austenitic stainless steels neutron irradiated in a mixed spectrum at about 300°C, is used. The material parameters of this model have been identified by the authors for different levels of irradiation damage. A unit cell containing a spherical void is deformed under constant macroscopic stress triaxiality with periodic boundary conditions. The simulations are performed for different crystal orientations and stress triaxialities. The effect of irradiation over void growth and coalescence is studied.

Fig 1: total cumulative slip of a unirradiated single crystal with orientation [100]-[010]-[001] and stress triaxiality T=2.0
Fig 1: total cumulative slip of a single crystal irradiated to 13 dpa with orientation [100]-[010]-[001] and stress triaxiality T=2.0

On the other hand, Han et al. [3] have developed a yield potential function, which combines resolved shear stress, von Mises equivalent stress and hydrostatic stress, using a variational homogenization approach for describing the macroscopic yield surface of FCC single crystal containing voids:

$$\Phi_s = \left( \frac{\tau_s^2}{\tau_1^2} + \alpha \frac{2f}{45} \frac{\sigma_{eq}^2}{\tau_s^2} \right) + 2q_s f \cosh \left( q_s \sqrt{\frac{3}{20}} \frac{\sigma_{eq}}{\tau_s} \right) - \left( q_s f \right)^{\text{def.}} = 0$$

Combining this yield potential function [3] and crystal plasticity based model of Tanguy et al. [1] and Han [2], we derive the constitutive equations by thermodynamic approach for porous single crystal in the finite strain framework. Finite element simulations have been carried out to predict the void growth of porous single crystal under triaxial loading for different lattice orientations. The simulations are then assessed by comparing the results with the 3D unit cell finite element simulations.

Based on the unit cell FE simulations, an effective porosity $f_*$, which is a function of actual porosity $f$, is introduced in our model to describe coalescence as an accelerated process of void growth. It is assumed that when a critical porosity is reached, coalescence process begins by faster void growth.
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Micromechanical modeling of ductile fracture mechanisms using a new body-fitted immersed volume method
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At the microscale, metallic materials ductile fracture process is based on nucleation (particles fracture or interface debonding), void growth and coalescence mechanisms. A new finite element (FE) approach based on level set functions and anisotropic mesh adaptation was developed to model such mechanisms for large plastic strain [1, 2]. In order to improve volume conservation and interfaces description a body-fitted immersed method was developed and is detailed in [3, 4] with applications to coalescence.

This new FE approach is used to study the influence of multiaxial and non-monotonic loading on ductile failure mechanisms. It is shown that different loading paths leading to the same final macroscopic strain activate different nucleation mechanisms and consequently different final void volume fraction. Additionally, even at equal void volume fraction, void morphology is proven to be of important influence on ductility. Special attention is paid to the influence of void arrangements (periodic or random) on void growth and coalescence [3].

In order to calibrate nucleation and coalescence criteria, it is important to compare numerical simulations with experimental results. Synchrotron Radiation Computed Laminography (SRCL) experiments and observations were carried out on nodular cast iron for different loading conditions [5]. A representative volume element (RVE) representing the exact microstructure is meshed using the body-fitted immersed method presented in [3]. Based on SRCL images, Digital Volume Correlation (DVC) [6] can be used to extract the exact boundary conditions that need to be applied on the RVE. The modelling of nodular cast iron failure mechanisms is then carried out at the microscale using these exact boundary conditions and comparison with experimental observations is presented and discussed.
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Mesh objective models for ductile fracture based on a damage phase field concept
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The Johnson-Cook (JC) model for ductile failure is simple and phenomenological. Being derived for ductile fracture in metals with the involvement of only few parameters, the model has been shown to work well in many other applications. In spite of its simplicity, it catches the material behavior for large deformation/high speed/temperature applications at a reasonable cost. In addition to its widespread use in commercial software, low cost is an obvious advantage, which makes the model often used in machining simulations of metal cutting, cf. \([1]\). A major drawback is that the JC–material model exhibits mesh size dependence which is known from orthogonal machining simulations. In this context many researchers have proposed remedies of various type, we mention: \([2]\), \([3]\) using the concepts of a damage phase field, \([4]\) using special element enhancement of the FE–kinematics.

In this context, combined with concepts of a damage phase field (without gradient enhancement), we consider the mesh objective element removal and progressive damage models. Relating to the ideas of ref. \([3]\), a central point in the modeling concerns the handling of the maximum energy dissipation rate principle for scalar damage evolution involving the total dissipation. To control evolution of the damage, both inelastic continuous deformation and localized deformation due to damage evolution are thus considered to define a total damage driving energy \(A_T\) in the damage criterion. In order to link the continuum damage to the fracture modeling some concept of the phase field formulation of e.g. \([3]\) are exploited. Based on the assumption of a localized damage field, a mesh objective formulation is obtained in terms of scaling factor from the element diameters of the reference FE–element mesh. In turn, the JC–model parameters are considered calibrated with respect to the reference mesh.

We propose in this paper two FE–mesh objective technologies, enhancing the JC–model for ductile fracture using the concept of scalar damage. Regardless of the damage model used, a fracture state is achieved at the Gauss point level when the accumulated effective plastic strain approaches the fracture strain of the JC–failure model. For the element removal model an instantaneous damage evolution is achieved when the total damage driven energy, \(A_T\), equals the scaled release energy at the Gauss point level. When this is obtained the damage criterion is then met and the element is removed, corresponding to full stress relaxation. For the progressive damage model a similar evaluation of the damage is conducted, although the damage evolution is progressive. From the phase
field concept, in this case the mesh objective scaling depends on the parameters of the progressive damage evolution.

The proposed models have been implemented in a large deformation setting in Matlab. To illustrate the advantages using the mesh objective enhanced models a shear test of a plate is investigated at plane strain conditions. A comparison is made between mesh objective enhanced damage models and damage models without any objective enhancement. Please note the convergence of the mesh dependence for the models in Figure 1.

![Progressive damage](image1)

**Figure 1:** Reaction force vs displacement response using the mesh objective models of progressive damage and element removal
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Localization and damage interactions in Al-alloy sheets: *in situ* 3D measurements
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Up to now, the interactions between plasticity and damage remain obscure when the fracture of ductile sheet materials is studied (e.g., flat to slant transition). The fundamental question becomes: Which mechanism (i.e., damage or plasticity) is responsible for localized phenomena leading to the final failure?

In this work, damage and strain interactions have been assessed *in situ* and in the material bulk at the micrometer scale during ductile tearing. The region of interest was located at about 1 mm ahead of notched 1 mm thick plates made of aluminum alloys. This assessment has been achieved by combining *in situ* synchrotron laminography [1] and digital volume correlation using the material microstructure contrast as markers [2]. Synchrotron laminography is a technique specifically developed for three dimensional imaging of volumes of interest in laterally extended sheet specimens. The *in situ* data allowed the evolution of individual voids to be assessed at different positions on the slant fracture surface with different associated stress and strain histories [3]. A link between the measured strain fields and void evolution is made. Slanted strain localization bands are found to precede the onset of damage for the investigated materials [4].
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Porous materials with Mohr-Coulomb matrix: theoretical investigation and numerical validation
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The aim of this study is to investigate the specific effects of Mohr-Coulomb matrix on the strength of ductile porous materials by developing a kinematics limit analysis approach for the theoretical part and both static and kinematic numerical bounds. We first focus on the theoretical formulation of a macroscopic strength criterion for porous Mohr-Coulomb materials. To this end, following Gurson (1977) approach, we consider a hollow sphere model, but here with a rigid perfectly plastic Mohr-Coulomb matrix, subjected to axisymmetric uniform strain rate boundary conditions. Taking advantage of an appropriate family of three-parameter trial velocity fields accounting for the specific plastic deformation mechanisms, we then provide a solution of the constrained minimization problem required for the determination of the macroscopic dissipation function. The macroscopic strength criterion is then obtained by means of a Lagrangian method combined with Karush-Kuhn-Tucker conditions. Owing to the specificities of the Coulomb-matrix (dependence on all the stress invariants), a careful analysis and discussion of the plastic admissibility condition (which involves the knowledge of the sign of the principal strain rates) is required. The proposed procedure leads to a parametric closed-form expression of the macroscopic strength criterion. The later explicitly shows a dependence on the three stress invariants. In the special case of a friction angle equal to zero, the established criterion reduced to recently available results for porous Tresca materials. For completeness, the macroscopic plastic flow rule and the voids evolution law are fully detailed.

For validation purpose, a complete numerical Limit Analysis of a hollow sphere model having a Coulomb solid matrix is proposed. Brief backgrounds and fundamental of the static and kinematic approaches in the context of numerical limit analysis are first recalled. We then present the hollow sphere model, together with its axisymmetric FEM discretization. After an adaptation of a previous static code, an original mixed (but fully kinematic) approach dedicated to the axisymmetric problem was elaborated with a specific quadratic velocity field associated to the triangular finite element. Despite the less good conditioning inherent to the axisymmetric modelization, the final conic mixed code...
appears very efficient, allowing to take into account numerical meshes highly refined. After a first validation in the case of spherical cavities and isotropic loadings, for which the exact solution is known, numerical lower and upper bounds bounds of the macroscopic strength are provided. These are used to assess and fully validate the results provided by the theoretical analysis. Effects of the friction angle as well as that of the porosity are illustrated.

Considering axisymmetric loadings \((\Sigma_x = \Sigma_y)\), the generalized loading vector is composed, in a Cartesian coordinate system (with orthonormal basis \((e_x, e_y, e_z)\)), by:

\[
\Sigma_m = \frac{1}{3} (2\Sigma_x + \Sigma_z), \quad \Sigma_{gps} = \Sigma_x - \Sigma_z
\]

On figure 1 are displayed the effects of material friction angle. The results are normalized by the matrix cohesion \(c\). In general, a very remarkable agreement is obtained between theory and the numerical bounds. Significant asymmetries of the obtained surfaces are also observed, more particularly when the friction angle increases and the porosity is fixed: in particular, the tension and the compression hydrostatic points are reduced and increased respectively with an increase of \(\phi\). Note that the asymmetry of the obtained strength surfaces is a signature of the dependence of the macroscopic criterion on all three stress invariants (and notably the third stress invariant).

![Figure 1: Porous Mohr-Coulomb materials: comparison of the predictions by the proposed strength criterion with the numerical bounds for a porosity: \(f = 0.01\) and different values of friction angle \(\phi = 5\) degrees, \(\phi = 10\) degrees and \(\phi = 25\) degrees.](image)

Figure 1: Porous Mohr-Coulomb materials: comparison of the predictions by the proposed strength criterion with the numerical bounds for a porosity: \(f = 0.01\) and different values of friction angle \(\phi = 5\) degrees, \(\phi = 10\) degrees and \(\phi = 25\) degrees.
A bipotential-based approach of ductile porous materials having a non-associated matrix: theory and numerical assessment.
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In the framework of kinematics limit analysis theory, as implemented by Gurson (1977), Guo and al. (2008) have proposed a macroscopic plastic model for ductile porous materials with pressure-sensitive dilatant matrix obeying to the normality law (associated material). The aim of the present study is to extend this class of models to geomaterials for which the solid matrix obeys to a non-associated plastic flow rule (dilatancy angle is different from the friction one). In this case, the normality property fails and classical limit analysis cannot be applied. The usual presentation of non associated plasticity is based on a yield function and a plastic potential (to represent the flow rule). Although it is intensively used in the literature, this approach is in fact not very relevant in formulating variational methods required by limit analysis procedures. For this reason, the second last author had proposed (see De Saxce et al.,1991; 1992) a suitable modeling framework based on the bipotential, a function of both dual variables, the plastic strain rate and stress tensors.

On this ground, we deduce in the present study a macroscopic model for porous materials with a nonassociated matrix by using a bipotential-based variational approach. The proposed procedure is implemented for the hollow sphere model by adopting simple but suitable trial velocity field and trial stress field. The macroscopic yield function, obtained in a parametric form, is porosity $f$ and dilatancy angle dependent. As in Maghous et al. (2009), the non-associated character of the macroscopic flow rule is shown.

We aim now at illustrating the macroscopic criterion both in associated and non-associated cases. The matrix pressure sensitivity is characterized by the friction angle $\phi$ and the dilatancy one $\psi$ for the Drucker-Prager model. We provide here on figure 1 illustration of the established criterion for a porosity $f = 0.2$ and friction angle $\phi = 30^\circ$. The corresponding associated case $\psi = \phi = 30^\circ$ is denoted AC, while two non-associated cases are considered; they are respectively defined by dilatancy angles $\psi = 15^\circ$ (NAC1) and $\psi = 5^\circ$ (NAC2).

For hydrostatic loadings (traction and compression), the non-associated cases provide the same predictions as that of the associated one (see Guo et al., 2008). This observation is in full agreement with available theoretical and numerical results (see Cheng et al. 2015). Furthermore, the non-associated cases show in general different yield loci with respect to...
the associated one: as expected, the yield surface for a non-associated case is lower than the associated one. Note that a decrease of the dilatancy angle leads to a weaker strength, the difference between the cases $\psi = 15^\circ$ and $\psi = 5^\circ$ being however slight. These results have been assessed by means of numerical FE results carried out in the context of non-associate plasticity (see Cheng et al. 2015 for more details). They are supported by the numerical data.
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Figure 1: Comparison of yield surfaces between the associated case (denoted AC) with dilatancy angle $\psi = 30^\circ$ and two non-associated cases (denoted NAC1 and NAC2) with $\psi = 15^\circ$ and $5^\circ$, respectively. Porosity: $f = 0.2$; friction angle $\phi = 30^\circ$.


New three-dimensional strain-rate potentials for isotropic porous metals: role of the plastic flow of the matrix
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At present, modeling of the plastic response of porous solids is done using stress-based plastic potentials (see [1]-[2]). To gain understanding of the combined effects of all invariants for general three-dimensional loadings, a strain-rate based approach appears more appropriate. In this paper, for the first time strain-rate based potentials for porous solids with Tresca and von Mises matrices are obtained. The dilatational response is investigated for general 3-D conditions for both compressive and tensile states using rigorous upscaling methods. It is demonstrated that the presence of voids induces dependence on all invariants, the noteworthy result being the key role played by the plastic flow of the matrix on the dilatational response (see Fig.1). If the matrix obeys the von Mises criterion, the shape of the cross-sections of the porous solid with the octahedral plane deviates slightly from a circle, and changes very little as the absolute value of the mean strain rate increases. However, if the matrix behavior is described by Tresca's criterion, the shape of the cross-sections evolves from a regular hexagon to a smooth triangle with rounded corners. Furthermore, it is revealed that the couplings between invariants are very specific and depend strongly on the particularities of the plastic flow of the matrix (see also [3]).
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Low symmetry metallic materials (e.g. titanium, etc.) display deformation and failure properties that are quite different from that of typical materials with cubic crystalline structure (aluminum, steels, etc). Rolled or extruded products exhibit a strong anisotropy and very pronounced difference in yielding and work-hardening evolution between tension and compression loadings. In this paper, microstructure sensitive models for description of the plastic deformation of Ti are presented. These models are based on a detailed multi-scale characterization conducted in order to identify the physical mechanisms at the single crystal level and their effects on the macroscopic response. The effects of texture evolution are explicitly modeled. It is demonstrated that damage accumulation depends strongly on the specificities of the plastic deformation of the matrix, namely its tension-compression asymmetry. Moreover, very recent results concerning plasticity-damage couplings in Ti materials are presented.
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Damage evolution law based on the micromechanical of defects and coupled in an unconventional yield surface
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The ductile fracture prediction is a challenger studied by researchers around the world and an important subject of interesting for industrial sectors, such as automotive, aeronautic and offshore exploration. However, despite years of studies, many questions remain open, for example, how to describe correctly the stress and strain fields under wide range of stress triaxiality or in presence of multiaxial and non-proportional loading histories. Furthermore, others parameters of studies are in evidence, such as the determination of the level of displacement at fracture as well as the potential site to fracture initiation. In this sense, the introduction of important effects both in the damage evolution law and/or in the definition of the yield surface have been able to promote improvements in the constitutive formulations. The third invariant and stress triaxiality effects, dependence of multiple calibration points and multiscale damage approaches are important effects responsible for those improvements. In this contribution a damage evolution law based on the micromechanical of defects is coupled in an advanced yield surface both of them dependents of the third invariant and multiple calibration points. The new constitutive formulation is implemented in an academic finite element development and its robustness is performance by different specimens under wide range of loading histories. The accuracy of the new proposition is evaluated by the numerical prediction of the displacement at fracture, prediction of the fracture onset and the determination of the stress and strain fields under complex load.
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Use of a continuum damage model with the improved Lemaitre’s damage evolution law to estimate fatigue life
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The present contribution proposes the use of an improved continuum damage model in order to estimate low cycle fatigue life under both proportional and non-proportional loading conditions. This approach is based on the modified Lemaitre’s damage evolution law proposed by Malcher & Mamiya [1], regarding the denominator of damage function dependent on both stress triaxiality and normalized third invariant. In order to estimate fatigue life, the non-linear kinematic hardening law proposed by Armstrong & Frederick [2] has been assumed as well as the crack closure effect [3]. An implicit numerical integration scheme is suggested and implemented in an academic finite element framework. Numerical results are compared with experimental data available in literature and parameters as fatigue life, evolution of damage variable and stress/strain fields are widely analysed.
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High and low stress triaxiality GTN-based ductile failure model
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Many of the available coupled damage models predict correctly fracture location for certain stress states, namely for moderately and high triaxiality states, but very often fail to give the appropriate answers to low triaxiality stress states, particularly when shear effects dominate. Furthermore, their parameter identification is strongly influenced by the calibration point.

This is the case of one of the most used models, the GTN (Gurson–Tvergaard–Needleman) model. Because it is based on Gurson theory that assumes that the spherical void growth is the predominant mechanism of ductile failure, it is adequate for moderate and high levels of stress triaxialities where this mechanism dominates. However when shear is predominant the deformation failure localization is mainly due to void rotation and distortion and the model does not perform well.

Therefore an enhancement on the GTN model is implemented to provide a better prediction at low level of stress triaxiality states. Two independent damage parameters are considered as internal damage variables: one similar to the Gurson’s original model and associated with the spherical void growth and a second one associated with void rotation and distortion. The first one is a function of the stress triaxiality. The second one depends on the equivalent plastic strain, Lode angle and stress triaxiality. It is independent of the volume void fraction and a different nucleation mechanism is assumed. The two damage parameters are included in the yield function so that they affect separately the hydrostatic stress and the deviatoric stress effects.

The parameters associated with the two failure mechanisms are calibrated with the results obtained with two different material specimens at high and low stress triaxiality conditions. Numerical solutions are compared with experimental results for different deformation paths under mixed loading conditions.
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Ductile fracture has been studied extensively over the last five decades. It is composed of three steps: nucleation of cavities, growth of these nucleated cavities and coalescence leading to the final fracture. These damages in ductile materials can nowadays be imaged in 3D using different methods at different scales. The most commonly used in the field of ductile damage is probably the X-Ray Computed Tomography (XRCT) because of its multimaterial, multiscale and non-destructive character. It can be coupled with in situ loading cells to follow in 3D the evolution of the microstructure under different loading-paths. One can then focus on imaging and understanding each of the three steps of ductile damage as for example in the case of tension tests on aluminum alloys or TA6V samples.

To go deeper in the analysis on this large amount of data, a specific algorithm has been implemented and further developed to track and follow individually each cavity [1] (few thousands), allowing more accurate determinations of the nucleation/growth-rate/coalescence as function of the macroscopic strain applied, the void environment... and showing a large deviation from the standard laws.

This presentation will illustrate this new analysis technique and how we have used it in recent studies in order to understand the damage process of heterogeneous materials. Very high resolution and high acquisition rates, two new tendencies in this field, will also be illustrated.
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MS5: Dynamic fracture, fragmentation and impact
Dynamic fracture of thin shells: an X-FEM approach
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This paper is devoted to the presentation of an X-FEM element for thin shell dynamic crack propagation simulation. The element is based on the $Q_4 \gamma_4$ 4 nodes shell element. The shell is supposed to be always cut by a through crack. The element is proposed for fast transient loadings. This element is hence enriched only with jump Heavyside functions on all degree of freedom (displacements as well as rotations). The crack is discretized with segments which are more simple to implement and propagate than the level sets especially in case of large shell motions and distortions. The mass matrix is useful for transient analysis. For this element the mass matrix corresponding to the added DOF is simply a copy of the usual continuous DOF diagonal mass matrix. The crack propagation criterion is based on a measure of the mean stress in a small cylindrical region ahead of crack tip. This is an extension of what has been done previously in 2D [1] and in 3D cases [3]. This mean stress state is then used to decide if the crack propagates, in which direction and at which velocity. The crack propagation criterions used here will be able to decide if it is tensile or shear crack propagation mode [2]. The element is first compared to existing 2D elements for in plane crack propagations. It is then validated by comparison of response of a fix cracked panel under bending loading. Finally an example of simulation of crack propagation under combined membrane bending loading is proposed and compared with an SPH shell model of the same problem. A challenging experiment where one observes a crack propagation in a thin shell combined with fluid structure flow will be presented.
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FIGURE 1 – A typical crack propagation path
Demolition of old concrete structures generated a large amount of construction waste. The demolished concrete can be crushed into small particles and re-used as recycled aggregate to make new concrete, called recycled aggregate concrete (RAC). However, the mechanical properties of RAC are usually not as good as the concrete made of natural aggregate due to the residual cement paste on the surface of recycled aggregate. Many methods have been developed to improve mechanical properties of RAC. This study used a surface pretreatment method [1] to make RAC. The fracture properties of RAC under high loading rates were studied by a systematic experimental investigation as well as a theoretical modeling.

In the experimental study, the size effect method developed by Bazant was used. Geometrically similar notched-beams of RAC were used to obtain fracture properties of RAC, including fracture energy $G_f$, effective fracture process zone length $c_f$, brittleness number $\beta$, and R-Curves. The beams were subjected to loadings of both normal and high strain rates. In the theoretical modeling, the rate dependent mechanical properties of RAC was characterized by a theoretical model which can predict the increase of mechanical properties such as strength and stiffness with increasing strain rate based on a viscoelastic theory. The model can also predict the effect of residual cement paste and the effect of new pretreatment layer on properties of RAC based on a composite mechanics theory. The model predictions were compared with the present test data, and the results agreed quite well.
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Impact Comminution of Solids Due to Progressive Crack Growth Driven by Kinetic Energy of High-Rate Shear
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A new theory [1, 2, 3], inspired by analogy with turbulence, was recently proposed to model the apparent dynamic overstress due to the energy that is dissipated by material comminution during penetration of missiles into concrete walls. The high-rate interface fracture comminuting the material to small particles was in that theory considered to be driven by the release of kinetic energy of high-rate shear of the forming particles and the corresponding energy dissipation rate was characterized in the damage constitutive law by additional viscosity. However, in spite of greatly improved predictions for missile impact and penetration, the calculation of viscosity involved some simplifications—one crude simplification in the calculation of viscosity from the shear strain rate, and another debatable simplification in treating the comminution as an instantaneous event, as in the classical rate-independent fracture mechanics. Presented is an improvement of the theory avoiding the former simplification. The derivation of the viscous behavior after the comminution (i.e., at post-comminution) strictly follows the principle of energy conservation, while the latter simplification is retained as admissible. The viscosity in this improved theory is inversely proportional to \((7/3)\)-power of the strain rate, and is also proportional to its derivative, i.e. 2nd derivative of strain. This means that the comminution occurs only if the effective deviatoric strain rate changes. Another refinement of the improved theory eliminates the latter simplification. The interface fracture is considered to be progressive and advance according to Evans’ power law applied to the growth of interface crack area. The growth rate of interface cracks naturally leads to an additional viscosity, which allows close matching of the published test data. In both refined strategies, simplifications are avoided without making the theory significantly more complicated. In combination with the microplane damage constitutive model M7 for concrete, both refined strategies give close match of the exit velocities of missiles penetrating concrete walls of different thicknesses and of the penetration depths of missiles of different velocities into a massive block.
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Accurate modeling of the stress distribution in the vicinity of cracks is very important for the understanding and prediction of the crack growth and fracture of different members with cracks. In the paper we consider the numerical modeling of elastodynamics problems for stationary cracks under impact loading. One of the popular numerical approaches for such problems is based on the finite element method. However, obtaining accurate finite element solutions of elastodynamics problems under impact loading is an issue due to the appearance of large spurious high-frequency oscillations. Even time and mesh refinements can lead to divergent numerical results for impact problems; e.g., see [1, 2]. To resolve this issue, we apply the new numerical approach for elastodynamics problems that was recently developed in our papers; e.g., see [1-3] and others. It is based on the two-stage time-integration technique with the stage of basic computations and the filtering stage, on the new exact a-priori error estimator for long-term time integration, on the new finite elements with reduced dispersion. The new approach quantifies and filters the spurious oscillations, yields convergent numerical results for impact problems at the time and mesh refinements as well as it significantly reduces the computation time compared with the standard finite-element techniques. In the paper we show that the standard finite-element techniques yield inaccurate solutions of the stress distribution for the several benchmark problems with stationary cracks under impact loading. This also leads to inaccurate calculations of the dynamic stress intensity factors. The new approach yield accurate numerical results for these problems.
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Gradient Damage Models and Their Use to Approximate Dynamic Brittle Fracture
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We present a gradient-enhanced continuum damage model (CDM) that can be viewed as a regularization of the variational approach to fracture (see [1] and references therein) capable of predicting the onset and space-time dynamic crack propagation in quasi-brittle materials. Similar to [1], the dynamic model will also be stated and solved in a unique variational setting involving the elastic \( E \), kinetic \( K \) and Griffith surface \( S \) energies

\[
E(u,\alpha) = \frac{1}{2} \int_{\Omega} a(\alpha) A \varepsilon(u) : \varepsilon(u), \quad K(\dot{u}) = \frac{1}{2} \int_{\Omega} \rho \dot{u} \cdot \dot{u} \quad \text{and} \quad S(\alpha) = \int_{\Omega} w(\alpha) + w_1 \ell^2 \nabla \alpha \cdot \nabla \alpha
\]

with \( w_1 \) a normalization factor to recover fracture toughness \( G_c \) and \( a(\alpha) = (1-\alpha)^2 \) along with \( w(\alpha) = w_1 \alpha \) two constitutive laws for damage. The scalar field \( 0 \leq \alpha \leq 1 \) depicts a continuous transition between the undamaged part \( \alpha = 0 \) and the crack \( \alpha = 1 \), see Fig. 1. The damage band width is controlled by an internal length \( \ell \) related to the critical stress. The presence of the damage gradient renders the model non-local and can be seen as a regularization of classical CDM to avoid spurious mesh dependence.

Figure 1: The discrete crack \( \Gamma \subset \Omega \) approximated by a continuous damage field \( 0 \leq \alpha \leq 1 \).

The coupled two-field continuous-time problem can then be formulated as:

1. **Irreversibility**: the damage \( \alpha(t,\mathbf{x}) \) is non-decreasing to prevent crack healing.

2. **First-order stability**: with the introduction of the generalized action integral \( L(u,\alpha) = \int_I E(u_t,\alpha_t) + S(\alpha_t) - K(\dot{u}_t) - W(u_t) \, dt \), the following variational inequality

\[
L'(u,\alpha)(v-u,\beta-\alpha) \geq 0 \quad \text{for all } v \in C(u) \quad \text{and} \quad \beta \in D(\alpha)
\]  

(1)
leads to the classical wave equation and the crack minimality criterion
\[
\begin{align*}
\rho \ddot{u} &= \text{div}(a(\alpha_t)A\varepsilon(u_t)) + f, \\
E(u_t, \alpha_t) + S(\alpha_t) &\leq E(u_t, \beta) + S(\beta) \text{ for all } 1 \geq \beta \geq \alpha_t \geq 0.
\end{align*}
\] (2a) (2b)

3. **Energy balance**: the rate of the total energy should be equal to the external power.

We use linear finite elements to discretize in space $u$ and $\alpha$. A staggered time-marching is adopted [2] to update these two fields separately at every time step. The $\beta$-Newmark scheme is chosen for time discretization of the wave equation (2a). At $u$ fixed, the convex minimization problem (2b) with bound constraints due to irreversibility will be solved by the gradient projection conjugate gradient method (GPCG) in PETSc.

In Fig. 2, we enforce the straight crack path and observes an antiplane crack propagation. Analytical solutions of the 1-d dynamic film-peeling problem are also indicated and we observe good agreement between them. In this situation the crack advances according to the dynamic Griffith criterion $G(\dot{\ gamma}) = G_c$ during the steady propagation phase.

Figure 2: Dynamic antiplane shearing.

However all the power of the model lies in the prediction of crack kinking or branching *solely* using (2b). The results of Fig. 3 are in good accordance with [3].

Figure 3: In-plane kinking and branching.

References


Digital image analysis of ASB assisted dynamic fracture under impact loading
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Experimental observation of fracture mechanisms is a key point to understand and further describe the physical phenomena involved in structural material failure. Crack propagation under high loading rate is a complex and strongly coupled thermo-mechanical problem involving large deformations, high strain rates and (quasi) adiabatic conditions. The work presented aims at giving a new insight into the process of dynamic fracture of structural materials under impact loading for further model development and calibration.

Kalthoff and Winkler-type impact tests, see [1], were carried out on double notched plates consisted of a high strength steel (the protection steel ARMOX500T). Above a critical impact velocity, the plate is seen to fail prematurely under adiabatic shear banding, see e.g. [2]. The chronology of the plate failure mechanisms was observed thanks to the use of an ultra-high speed and high spatial resolution camera (1Mfps, 312x216 pixel²). Three stages were observed: first the homogeneous then weakly heterogeneous deformation of the plate, second the propagation from the notch tip of an (adiabatic) shear band (ASB) of localised deformation, and finally the propagation of a crack within the band.

The digital images were then analysed in order to describe the aforementioned mechanisms of deformation and failure from a kinematic point of view. Two types of results were then obtained: first the evolution of the notch tip (shearing/opening) displacement/velocity and ASB tip velocity, and second the displacement (and further strain and strain rate) fields of points located along lines (quasi) perpendicular to the ASB/crack propagation path (line tracking method).
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Simulation of dynamic tensile failure of quasi-brittle materials with a rate dependent, stress-enhanced nonlocal damage model
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The development of realistic numerical tools to efficiently model the response of concrete structures subjected to close-in detonations and high velocity impacts has been one of the major quests in defense research. Under these loading conditions, quasi-brittle materials undergo a multitude of failure (damage) mechanisms. Dynamic tensile failure (e.g. spalling), characterized by a significant strength increase associated with loading rate, has revealed to be particularly challenging to represent.

Rate dependent damage models have been successfully used to simulate this phenomenon. To minimize the pathological mesh sensitivity, revealed by some of these models, a nonlocal formulation is generally considered. Nevertheless, standard nonlocal formulations fail to properly represent damage initiation and growth around discontinuities (e.g. notches, damage areas and free boundaries). These models also exhibit unrealistic damage dispersion, which is even more pronounced under dynamic loading conditions.

These inconsistencies are the consequence of using a fixed interaction domain (characteristic length) in the nonlocal formulation. In spite of limited experimental knowledge about the definition of the internal length parameter, there is now consensus that this quantity should not be constant. It is discussed in the literature that the shape and size of the interaction domain may be dependent on the stress-state, damage evolution and geometry of the problem, i.e. boundary conditions.

In this contribution, the stress-enhanced nonlocal model developed by Giry et al. \cite{Giry2011} has been coupled to a rate dependent damage model to study dynamic tensile failure of quasi-brittle materials. The model was implemented within the framework of LS-DYNA using a fully explicit computation scheme recently developed by de Sá et al. \cite{deSa2010}. A study is conducted in order to evaluate the advantages and limitations of the stress-enhanced nonlocal rate dependent damage model when compared to local and standard nonlocal damage models.
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Inverse analysis in fracture mechanics: Comparison of two numerical methods for spalling test simulations
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The contribution deals with the numerical simulation of a modified Hopkinson Bar experiment [1] which is performed to determine dynamic material properties of Ultra High Performance Concrete (UHPC). We simulate the propagation of the stress waves as well as the evolution of cracks by using a phase field approach to fracture versus a classical cohesive element technique. In the phase field approach a parameter $\phi(x,t)$ marks the state of the material and is governed by an evolution equation stated in the sense of an Allen-Cahn equation [2]:

$$\dot{\phi} = -M \left[ e^T C e \phi - G_c \left( 2l_c \nabla^2 \phi + \frac{1 - \phi}{2l_c} \right) \right].$$

The effect of the energy release rate in the specimen and also the crack positions are investigated. Employing the principle of conservation of energy the specific fracture energy is calculated in the sense of an inverse analysis and compared to the values determined by experimental results. A similar procedure has been performed using a cohesive element technique including a corresponding separation law for brittle materials. The results of both applied methods are presented and compared; both approaches are evaluated with a focus on the calculation of the critical fracture energy.
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A local phantom node approach for crack propagation and fragmentation

J. Sanders¹, M. Puso

¹Methods Development Group
Lawrence Livermore National Laboratory, CA, USA
sanders39@llnl.gov

This work proposes a framework for the simulation of dynamic fracture and fragmentation of engineering structures. We present an element-local phantom node method for the three-dimensional description of dynamic crack propagation in a finite element model. Unlike standard XFEM, this method is not based on enforcement of a continuous crack path, or a level set description of crack location. Crack initiation and propagation are based on material laws much in the same way as in strong discontinuity, or enhanced strain methods, and determined on an element-by-element basis. The description of the discontinuity is local to an element. Phantom nodes are nonetheless used to facilitate complete kinematic separation of failed elements. Thus, a free surface is propagated in the material at the site of element failure in the same manner as the XFEM.

A prototype of an element-local XFEM was put forth in [1], but with a least-squares notion of crack continuity. Non-continuous cracks have also been represented with partition-of-unity element with internal cohesive zones in two dimensions in [2]. The challenges of handling phantom nodes and a free surface in three dimensions without the benefits of continuity at that surface will be addressed.

We will also address various challenges in fragmentation modeling, including the need to adapt to multiple failure models and regularizations, the transition from damage to cracking, and the need to track large quantities of fracture surfaces and new topologies. Various test problems will be presented, with comparisons to standard experimental results in brittle fracture. Extensions to ductile tearing will be discussed.

This work was performed under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory under Contract DE-AC52-07NA27344.
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The behaviour of materials and structures is strongly influenced by the loading rate. Compared to quasi-static loading structures loaded by impact acts in a different way. First, there is a strain-rate influence on strength, stiffness and ductility and, second, there are inertia effects due to different reasons, which influence the resistance and failure mode. Recently, an explicit finite element code has been developed for the simulation of high velocity impact and fragmentation events. In the code the rate sensitive thermo-mechanical microplane constitutive law for brittle (e.g. glass), quasi-brittle (e.g. concrete) and ductile (e.g. steel) materials can be used \[1\][2].

In the presentation results of a series of numerical fracture simulations in different materials are presented and discussed. The influence of loading rate for brittle, quasi-brittle and ductile materials is investigated on compact tension (CT) specimen. The results of numerical investigation are compared with the own experimental results and with the results from the literature. It is shown that the progressive increase of resistance (apparent strength), which is observed in experiments for almost all materials, cannot be attributed to the increase of material strength. It is due to the inertia effects and is closely related to the material non-linearity. The progressive increase in resistance should come automatically out as a result of dynamic analysis. In brittle materials this effect is much less pronounced than in quasi-brittle (concrete) and ductile materials (steel). It is observed that maximum crack velocity, at which crack branching initiates, is not much different for ductile and quasi-brittle materials, i.e. it is in the range of approximately 500 m/s (steel) to 700 m/s (concrete). It is concluded that rate sensitivity of quasi-brittle materials is relatively strong and cannot be neglected, for instance in impact events. Finally, in case of ductile materials the size of the plastic and localization zone strongly depends on strain rate, i.e. increase in strain rate cause decrease of both. Therefore the brittleness of ductile materials increases with increase of strain rate.
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Multiscale simulation of damage and fracture of ceramic nanocomposites under intensive pulse loading
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In the present work, multilevel computer simulation method [1-2] has been used for investigation of damage accumulation and fracture of ceramic composites and nanocomposites under dynamic loading. The computational models of the structured representative volume of ceramic composites were developed for materials that can be created by high temperature pressing and additive manufacturing.

Results of numerical simulation have shown that isolated micro- and meso-scale cracks can be nucleate in ceramic composites under stress pulse amplitude less than the Hugoniot elastic limit. The critical fracture stress on meso-scale level depends not only on relative volumes of voids and particles concentration, but also sizes of corresponding structure elements or skeleton sub-structure. Nucleation of local damage, activation of localized-deformation bands and self-organization process of micro-damages dispersed in SRVE are observed in the ceramic structure at high strain rates.

Results of simulation have shown the Hugoniot elastic limit and ceramics damage kinetics under dynamic loading depends on a volume concentration of nano-particles and nano-voids clusters. Self-organization process of micro-damages and occurrence of mesoscale shear band were observed in the ceramic nano-composite under compression at high strain rates. The spall stress of ceramic nanocomposites depends on relative volumes and sizes of voids and inclusions.
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Mass and velocity of fragments in impact fragmentation

G. Pál and F. Kun

Department of Theoretical Physics, University of Debrecen
P.O. Box 5, H-4010 Debrecen, Hungary
email: gergo.pal@phys.unideb.hu, ferenc.kun@science.unideb.hu

The most important characteristics of the fragmentation of heterogeneous solids is that the mass (size) distribution of pieces is described by a power law functional form \([1, 2, 3, 4]\). The exponent of the distribution displays a high degree of universality depending mainly on the dimensionality and on the brittle-ductile mechanical response of the system. Recently, experiments and computer simulations have reported an energy dependence of the exponent increasing with the imparted energy. These novel findings question the phase transition picture of fragmentation phenomena, and have also practical importance for industrial applications \([5, 6]\). Significantly less is known about the velocity distribution and the correlation of the mass and velocity of fragments.

We study the impact fragmentation of two- and three-dimensional disordered solids focusing on the mass distribution, spatial arrangement, and mass-velocity correlation of fragments. We developed a discrete element model of heterogeneous materials where the disordered microstructure is represented by a packing of spherical particles with a random size distribution. Cohesion is introduced such that a Delaunay tetrahedrization is performed in 3D with the particle positions and we connect the particles by elastic beams along the edges of tetrahedrons. The beam elements break when they get overstressed during the time evolution of the system \([4, 7]\).

We investigate the fragmentation of plate-like objects induced by impact of a projectile in the framework of our DEM. Based on large scale computer simulations we uncover a robust mechanism which leads to the emergence of energy dependence in fragmentation processes resolving controversial issues on the problem: studying the impact induced breakup of plate-like objects with varying thickness in three dimensions we show that energy dependence occurs when a lower dimensional fragmenting object is embedded into a higher dimensional space. The reason is an underlying transition between two distinct fragmentation mechanisms controlled by the impact velocity at low plate thicknesses, while it is hindered for three-dimensional bulk systems. For thin plates at low velocities the crack structure is determined by the interference of elastic waves resulting in an essentially two-dimensional crack pattern with a regular structure. High velocity impact gradually excites cracking in the 3D bulk of the solid giving rise to a highly disordered crack structure and a steeper decay of the mass distribution. In 3D bulk samples the transition is hindered so that a unique exponent emerges. In spite of the observed non-universality of the complete mass distribution, identifying subsets of fragments dominated by different ...
cracking mechanisms an astonishing universality of their mass distributions is revealed at all plate thicknesses [7].

A novel relation of the mass and velocity of fragments is revealed: In the damage phase fragment mass and velocity are strongly correlated. In the fragmented regime for small fragments the velocity proved to be independent of the mass, however, in the limit of large fragments a strong mass-velocity correlation occurs. The correlation function decays as a power law with a universal exponent in an excellent agreement with recent experimental findings. Our results can have relevance for industrial applications and for the understanding of the formation of meteoroid clouds and planetesimal accretion in the solar system [7].
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Addressing grid sensitivity in Peridynamics: an adaptive refinement approach
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Peridynamics [1] is a new continuum based non-local theory that has recently shown to be suitable for handling complex phenomena such as dynamic fracture and damage of both homogeneous and heterogeneous materials. Peridynamics offers many advantages over other theories since the equation of motion is stated by an integral operator and not by the differential operator used in the classical theory of mechanics. Peridynamics based software does not use ad hoc criteria in order to decide where the crack propagation will take place or to trace its direction of propagation. Moreover, it can manage both nucleation and interaction of multiple cracks simply through the solution of the equation of motion.

The most commonly used technique for the numerical implementation of the peridynamic theory is based on the use of a uniform structured grid [2]. In this way the use of the computational resources is not efficient. In a recent work by the authors [3], the adaptive refinement has been employed to increase the density of the grid only in the regions of potential damage and fracture to improve the efficiency of the numerical solution. An important parameter for the numerical implementation of peridynamics is the dimensionless ratio $m$, it indicates the ratio between the size of non-local interaction, so called horizon, and the grid spacing. The existing literature suggests to adopt values of $m$ as 3 or 4 as a good compromise between accuracy and computational efficiency.

In this study we show that choosing small values of $m$ in a uniform structured grid leads unavoidably to a dependence on the grid of the crack propagation. In order to address this deficiency, the adaptive refinement is applied to automatically increase the value of $m$ near the crack tip, by keeping a low value of $m$ convenient for computational efficiency far from the crack tip. A few examples about brittle dynamic fracture in 2D are presented in order to demonstrate the suitability and effectiveness of this approach.
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Numerical Analyses of Fracture and Failure of Concretes under Dynamic Loading Conditions
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The cracking due to unpredicted events in concrete often creates great threat to the safety of the public construction and infrastructure of the society. It is crucial to be able to analyze the safety issue of the concrete structure. While conventional fracture mechanics based methodology is successful in many cases in evaluating effect of cracking on the safety of a concrete structure, advanced methods with more general features are needed to deal with the cracking and damage issues especially when the events of dynamic loading and damaging mechanisms are presented. In recent decades, there is a rapid development in the damage mechanics based numerical solutions. It has been implemented into many commercial finite element codes. The damage mechanics based solutions are often more general in nature in solving the damaging and cracking problems in many materials.

The concrete and many earth materials behaves often rather differently than most of the other construction materials in that its plasticity is highly dependent on the stress state. The strength differs significantly from the tensile stress state to the compression stress state, and the density changes under the applied load due to dilation as well as compaction of the porous content of the material. While these issues are rather cumbersome to solve based on the classical fracture mechanics method, it is realistic today to account for these aspects according to the damage mechanics method, especially when the computational hardware and software have been evolved rapidly in the recent decades.

Together with experimental investigations, the numerical and material models have been studied in this work. The advanced RHT (ref.[1]) and CSCM (continue surface cap method, ref.[2]) model have been investigated for their capability to deal with the cracking and damage evaluation issues in concretes subjecting to high speed impact, projectile penetration, as well as the dynamic load due to the coupled blast and fragment impact. It has been demonstrated that by considering the non-homogeneous plasticity, the strength as a function of all the three stress invariants, as well as the fracture energy and strength as a function of the strain rate, reasonable estimation of the cracking and damaging process in the concrete material may be achieved even though at the high strain rate, the material model and constitutive equation still need improvement.

The commercial hydrocode Ls-Dyna (ref.[3]) and Autodyne are used in this study. Their advantages and shortcomings are compared. For the dynamical loading involving the coupled action of both the fragment penetration and the blast loading, it has been shown that the computational efficiency should be investigated due to the nature that the analyses have to be performed to cover both the high speed penetration of the fragment and the relative slow process of the blasting load.
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Peridynamic modeling of crack branching and impact on polycrystalline ceramics
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Crack branching in brittle materials happens for two main reasons: in homogeneous and isotropic materials, like glass, crack branching is induced by the dynamics of the crack propagation ([1], [2]); in heterogeneous materials, inclusions and weak interfaces can force a crack to go around it, thus splitting the crack even under quasi-static crack growth conditions. The dynamic effects involved in crack branching in isotropic and homogeneous materials lead to a limitation of the crack propagation speed, which, in most experimental observations, rarely goes above $0.6C_R$, where $C_R$ is the Rayleigh wave speed of the material. The fact that crack branching is not, however, controlled by the crack propagation speed has been discussed in the experimental literature for some years. In this talk I will present results obtained with a peridynamic model that explain the crack branching phenomenon in a new light. We show that, indeed, the evolution/flow of strain energy around the crack tip controls crack branching, and that crack may branch, in isotropic materials, even when the crack runs at $0.3-0.4C_R$.

With the confidence gained in capturing experimentally observed characteristics of dynamic brittle fracture, we extend a peridynamic model to polycrystalline ceramic materials. We simulate a 3D polycrystalline AlON sample of mm³ dimensions (with about 200 grains generated by Voronoi tessellation) under edge-on impact conditions to investigate the mechanisms of dynamic brittle fracture. In the peridynamic model, we use a nonlocal region (the PD horizon) that is 1/10 of the average grain size. This is small enough to simulate the influence of microstructure on failure front and fracture propagation. Simulation results match experimental results very well. The peridynamic results include mixed intergranular and transgranular fracture, observed in AlON fracture ([3]). The experiments notice a coherent damage zone moving through the material at relatively high speed. When the failure front stops from advancing, distributed damage transitions to individual, localized cracks that initiate from the edge of the failure front and move at a much lower propagation speeds that the failure front. Both the failure mechanisms and the propagation speeds are well captured by our PD model.
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A 3D multiscale cohesive zone model accounting for friction, damage and interlocking
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Cohesive zone models (CZMs) are widely used to simulate the behaviour of structural interfaces in quasi-brittle materials along surfaces where formation and propagation of cracks is expected. They represent an effective alternative approach to fracture mechanics based methods for a wide variety of problems at very different scales, such as crack growth in dams, mortar-joint failure in brick masonry, bond slip response of reinforcing bars in concrete, debonding of adhesive joints, delamination or fibre matrix, debonding in composites, among many others. With increasing mode II/mode I ratio an increasing amount of energy is dissipated by friction. Therefore an accurate mechanical description of these damage behaviours has to account for dissipation induced by fracture and friction and for the role played by the geometry of the asperities along the interface with the associated interlocking effect.

Several interface models accounting for damage-friction coupling have been proposed in literature, see, e.g., Del Piero and Raous [1] and references therein. Some of them are based on nonassociative softening plasticity, such as the multidissipative interface model proposed by Cocchetti et al. [2] and the contributions given by Bolzon and Cocchetti [3] and by Cervenka et al. [4] in the field of concrete dams analysis, and by Giambanco et al. [5]. A cohesive approach with separate values of the energy dissipation in mode I and mode II combined with a contact algorithm has been also recently investigated by Snozzi and Molinari [6].

In [7] a model based on a simplified micromechanical formulation has been recently proposed whose main idea is to describe the asperities of the interface in the form of a periodic arrangement of distinct inclined planes, denominated Representative Interface Element (RIE), the interaction within each of these surfaces being governed by the
interface formulation proposed in [8]. Specific features of the model are the following:
1) each microsurface is assumed to be decomposed into an undamaged and a fully damaged part; 2) the evolution of damage is assumed to depend on the elastic energy in the undamaged part; 3) it is assumed that friction occurs only on the damaged part and is governed by a Coulomb law.

In this contribution an extension of the formulation [7] to 3D problems is presented whereby the RIE is represented as a 3D pattern of a number of inclined surfaces and the formulation allows defining relative displacements of the microsurfaces along three possible independent directions. It is shown that, although a non-isotropic RIE composed of 5 inclined planes is employed, a quasi-isotropic behaviour is retrieved for in-plane tangential decohesion paths. Consistency with the response provided by the 2D-model [7] is also shown.
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A quantitative investigation of the competition between cohesive and adhesive fracture at interfaces
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In many fracture problems at interfaces between dissimilar materials, the crack deflects from the actual interface into the neighbouring bulk material. A good example is crack deflection that is observed in roughened polymer-copper interfaces [1]. Depending on the nature of the roughness and the amplitude of the asperities, an interface crack can kink into the bulk polymer material and propagate there, dissipating a significant amount of energy. It is strongly believed that this phenomenon is one of the main causes for the increased strength and toughness of roughened or patterned interfaces [1].

In order to quantify the material and geometric parameters that cause this kinking behaviour, numerical models can be of assistance. One of the methods that can be used is the cohesive zone method. The polymer-copper interface is modelled by means of interface elements with a given traction separation law [2]. Crack growth away from the interface into the polymer bulk material is modelled with the cohesive zone method as well. In order to facilitate crack nucleation and subsequent growth in arbitrary positions and directions in the polymer, interface elements are placed between all bulk continuum elements. These interfaces are initially rigid and activated by means of a failure law [3]. Once active, the opening of these elements is governed by a traction separation law.

The model has been used successfully to simulate crack deflections at roughened surfaces, at least in a qualitative fashion, see Figure 1. One of the conclusions of this analysis was that the crack deflection is driven by the ratio of fracture strengths of the interface and the bulk materials and not so much by the difference in fracture toughnesses. This is in contradiction with similar studies, which mainly focus on the kinking behaviour in relation to differences in toughnesses, e.g. [4, 5].

In this presentation, we will further examine the crack kinking problem and provide a quantitative analysis, developing failure maps in which both the ratios in strength and toughness of the interface and bulk cohesive zone model are taking into account, as well as the dummy stiffness and propagation criterion.
Figure 1: (a) Adhesive and cohesive cracking after loading of a patterned polymer-copper interface. (b) Finite element mesh. (c) Simulated crack paths. The colours indicate the amount of damage in the cohesive zone. Blue is undamaged, red is completely damaged [1].
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Long term exposures to high temperature strongly affect most of concrete relevant mechanical features such as cohesion, friction, stiffness and strength. These severe degradations lead to irreversible damage or, moreover, sudden collapse of the related structures.

In this work, the failure behaviour of concrete subjected to high temperature effects is analysed at the mesoscopic level of observation, whereby three phases are recognised: aggregates, mortar and aggregate-mortar interfaces. While the aggregate are modelled by means of thermo-elastic formulations, the degradation of the mortar and of the joints between mortar and aggregates are modelled by means of non-linear fracture energy-based thermoplastic interfaces, in the framework of the discrete crack approach. This interface formulation, see [1], takes into account the degradation of strength and fracture energy properties, both in mode I and II, due to temperature, as well as the effect of temperature on the non-associative properties.

This contribution focuses on the analysis of finite element predictions of failure behaviour of concrete members subjected to different thermo-mechanical conditions at the mesoscopic level of observation. In particular, the variation of failure mechanism and ductility, in pre- and post-peak are evaluated, as well as the influence of the ratio aggregate/mortar in the overall temperature dependent failure behaviour.
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There has been significant interest in extending the applicability of the cohesive zone model to a wider range of crack growth simulations by incorporating the effect of triaxiality on the material degradation in the process or cohesive zone. The conventional model parameters, cohesive energy and cohesive strength, typically used to describe the constitutive behavior of the process zone through a traction-separation law, have been shown to depend on the triaxiality of the stress state [1, 2]. In this approach, however, the effect of triaxiality on the model parameters has been first established using a plane strain unit cell subject to bi-axial stress with the damage evolution modeled by porous metal plasticity model.

More recently another approach has been proposed which retains the simplicity of cohesive zone model by explicitly incorporating the triaxiality of stress-state in their formulation using the basic mechanical properties and two model parameters $C$ and $S$ defining the upper and lower bounds of equivalent plastic strain at failure respectively [3]. The model has been shown to effectively reproduce experimental data from the ductile fracture testing of a wide range of geometries for a mild steel IS 2602 [4].

In the present work, the triaxiality dependent model is applied to an aluminum alloy that exhibits less ductility compared to the mild steel studied in [4]. For simulation, the triaxiality dependent model was implemented as linear displacement formulation based elements and they were placed at the likely plane of ductile fracture. The traction-separation law of these elements was dependent on the stress-state of the neighboring continuum elements. Model parameter, $C$, that defines the lower bound on the equivalent plastic strain at failure is first determined from the tensile test data of a single notched bar geometry. Using this model parameter in plane strain analyses of a range of notched bar geometries, the predicted failure loads correspond well with the experimental data as shown in the form of the failure locus in Figure. 1(a). Further, the second model parameter, $S$, was estimated from the fracture testing and simulation of a compact test specimen with $a/w = 0.54$. It is shown that the macroscopic response of the experiments was best reproduced when a plane strain core of thickness 0.05 times thickness of the specimen was used. Using this combination of model parameters and plane strain core height, the model was shown to be effective in prediction of the macroscopic response for a wider range of initial crack lengths as shown in Figure. 1(b).
**Figure 1** – (a) Locus of equivalent plastic strain at failure for notched bar geometries. (b) The macroscopic response from experiments and simulations with $PSC = 0.05B, S/C = 9$.
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The strength variability of the concrete-like materials is usually represented, in phenomenological macroscopic models, using stochastic tools that need to be identified with a large number of experimental tests. The variability phenomenon is then usually linked to the non-uniform characteristics of the material at the mesoscopic scale, due to the various phases of the concrete. An alternative to a macroscopic model with numerous parameters is to represent these phases explicitly.

In this work, we intend to explore the influence of the heterogeneous meso-structure of the concrete (aggregates in a cement paste matrix) on its dynamic properties. For this purpose, we use FE simulations with a cohesive approach and an explicit representation of the meso-structure. A 2D geometrical model of concrete consisting of aggregates, interfacial transition zones and a matrix is used. That kind of approach has been previously been used to give a better understanding of the fracture mechanisms ([1], [2]) and gave relevant results on the Dynamic Increase Factor (DIF) experimentaly observed. However, if the scale of the numerical specimen is large enough, that means that the material can be seen as homogeneous, and we are not able to reproduce the experimental variability on the tensile strength [3]. The influence of the spatial disposition of the elements of the mesostructures is still open for discussion. Specifically, the impact of the clustering of aggregates on crack initiation and propagation. In our study, we propose to analyse the effect of such groups of aggregates later called clusters. In order to detect and measure the clustering, we developed a statistical indicator inspired from a global estimator, Ripley’s function [4]. Numerical results coupling the measure of the clustering with its effect on the global fracture process will be presented.
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The fracture mechanic approach is more and more performed to estimate time to failure of timber structures. In this approach, the cohesive zone model (CZM) has been widely employed in numerical simulations to describe the fracture analysis in various materials and structures. The cohesive zone represents the fracture process zone (FPZ) at the crack tip and its behavior can be defined in terms of a traction-separation law (STL) [1]. The damage failure of joint elements in CZM is characterized by a progressive degradation of the material stiffness in the joints. Advantages of the CZM are: i) it does not require the existence of a pre-crack, ii) the crack and the crack propagation is described without remeshing to avoid the cumbersome due to the mesh updating to match the geometry discontinuity.

Wood mechanical properties depend on the temperature and on the moisture content (MC) [2]. Varying MC induces internal stresses which may cause the crack propagation because the fracture process zone at the crack tip is directly submitted to air relative humidity (RH) variations [3]. Some authors have studied the analysis of crack growth process in the orthotropic–viscoelastic material (such as wood) under mode I by considering the progressive crack-lip decohesion [4]. This progressive field is determined by evaluating the stress perturbation caused by an instantaneous crack advance.

In this research, we focus on the influence of the moisture on the fracture process zone during the crack growth in wood. The aim of this study is to develop a computational methodology to model the crack growth under the environmental condition in the timber structure. Based on the classic cohesive zone model, a new model, introducing the influence of the moisture content on the cohesive zone, is proposed and implanted in source Esope in the finite element code Cast3m. Under the external loading and the variation of the relative humidity, the tridimensional crack growth simulation is carried out using a mechano-sorptive behaviour for the wood substrate. The mechano-sorptive approach, which was first developed by Dubois et al [5], uses a coupling between moisture variations with mechanical properties of wood.

Fracture tests in mode I on the Maritime pine are performed on a modified Tapered Double Cantilever Beam specimen (mTDCB) under different constant moisture contents in order to determine CZM parameters in which the bilinear softening traction-separation law is used. Then, the other fracture test is carried out in a climate room under the relative humidity variation combined with a constant temperature.
In our analysis, Fick’s law for the mass transfer is used for the moisture diffusion problem in wood. We assume that the surface moisture content of the specimen is at equilibrium of MC in the sorption isotherm curve (RH-MC) and the surface emission coefficients are similar for three directions (Longitudinal, Tangential and Radial) in wood. When the crack propagates, the boundary of the moisture surface exchange is changed which demands a geometric remeshing and then a projection of the hygro-thermal field before the crack propagation on the new geometry (with the new crack length). At the beginning of a current time step, the moisture content filed of the specimen is obtained; and then, elastic properties depending on the moisture content in the whole specimen are updated. In condition of the constant temperature, the rheological model of wood is simply composed of two deformation mechanisms which simulate the elastic response and the viscoelastic creep. In this paper, we have limited the mechano-sorptive behavior for wood substrate at an elastic behaviour.

During the time increment, due to the rapid variation of moisture, the crack opening at the cohesive interface is considered constant; the damage state of joint elements is assumed to be independent on the moisture. An additional stress increment within the cohesive zone is calculated using the influence of the moisture on the mechanical properties of the cohesive zone (such as the stiffness). At the new time step, the additional stress increment is converted into the external force increment inducing on the cohesive zone. When the crack develops, the joint element is damaged and the Traction-Separation Law (TSL) corresponding to the moisture at the tip of FPZ is used. This TSL law for this damaged zone does not change for next processes of the crack growth. These calculations have been implemented in the finite element code.

Our numerical simulation results are compared with the experimental data. By taking into account the viscoelastic mechano-sorptive behaviour for the wood substrate, our proposed computational methodology will be used to predict the time to failure of timber structure under environmental conditions.
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Chapter 7

MS7: Fracture and damage of composites and laminates
Simulation of ply damage and delamination in multilayer composites to predict the residual compressive strength after impact loading
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Compression after impact tests are a standardized and widely used method to evaluate the impact resistance of composite materials. Explicit finite element simulations are presented for modeling the mechanical response of fiber reinforced polymer composites under low velocity impact and subsequent quasi-static compression. Impact loading on multilayer composites can cause interface and ply damage inside the laminate. Delamination divides the laminate into sub-laminates which have a lower bending stiffness than the original laminate and reduces, in combination with ply damage, the compressive strength significantly. Therefore, compression after impact simulations are carried out to predict the residual compressive strength of an impact damaged multilayer composite plate.

Material related nonlinearities in laminated composites are mainly delamination between the plies and the elasto-plastic-damage ply behavior. The focus is set on the simulation of these two mechanisms and their interaction. A stacked shell approach is utilized where each ply is represented by its own layer of shell elements. The individual layers are connected by cohesive zone elements representing the interface. The damage and failure behavior of the fabric plies are modeled using continuum damage models with (i) a so called UD-analogy approach and (ii) a weave material model. In the UD-analogy approach each fabric ply is represented by two unidirectional (UD) reinforced layers with orthogonal fiber directions which are perfectly bonded and stacked in a composite shell definition. The weave material model describes the constitutive behavior of a fabric ply as homogeneous orthotropic material. The degradable interfaces are modeled by a cohesive law formulation with traction separation behavior. In case of interface failure, contact interactions between the plies are enforced.

An explicit solution scheme is employed, i.e. ABAQUS-Explicit v6.13 (Dassault Systèmes Simulia Corp., Providence, RI, USA), to simulate a compression after impact test procedure according to the standardized ASTM / BOEING method. Various models with different fiber orientations and impact energies are presented. The advantages and disadvantages of the modeling approaches are explained and the results discussed. Finally the obtained simulation results are compared to test results.
Void shape effects and porosity ratcheting of elasto-plastic materials subjected to cyclic loading
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It is a well known fact that pressure plays an important role in both high and low cycle fatigue regime [1, 2, 3]. A large amount of experimental data has shown that hydrostatic stress has a strong influence of the lifetime as a function of the loading conditions. Moreover at the microscopic level of the material one can observe an evolution of damage and defects. as the macroscopic hydrostatic stress component will induce an evolution of plasticity and of the microstructure in the presence of voids or inclusions. Although significant advances have been made in the last decades in ductile fracture under monotonic loading conditions (see for instance [4, 5]), a lot of questions remain open in the context of cyclic loading.

In this regard, this work [6] investigates the effect of cyclic loading upon periodic elasto-plastic porous materials. The aim is to understand the evolution of the underlying microstructure, described here with a single void embedded in a cubic unit-cell. Periodic finite element (FEM) calculations are carried out under a finite strain deformation process keeping the absolute value of the stress triaxiality and the Lode angle constant during the cycle. As a result of the applied loading conditions, the void geometry, both volume and shape, change significantly leading to porosity and void shape ratcheting. The void shape becomes non-spherical from the very first cycle leading to a markedly asymmetric

\[
X_\Sigma = 3, \theta = 0^\circ \quad X_\Sigma = 3, \theta = 30^\circ \quad X_\Sigma = 3, \theta = 60^\circ
\]

Figure 1: Contours of the maximum principal logarithmic strain at 40 cycles in the case of stress triaxiality \(X_\Sigma = 3 (u/L = 1\%)\) for Lode angles (a) \(\theta = 0^\circ\) and (b) \(\theta = 30^\circ\) and (c) \(\theta = 60^\circ\).
cyclic response of the material. This, in turn, results in an observed maximum stress as a function of the number of cycles. In addition, even though the average applied strains are relatively small, the local strains near the void surface increase significantly inducing a significant localization of the deformation. Finally, several initial void shape configurations are also considered. In the majority of the cases studied, the void evolves into a crack-type shape in the direction of the minimum absolute stress. This, in turn, is consistent with a configuration corresponding to a crack subjected to a mode I cyclic loading.
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A finite-element model which includes in-ply and delamination damage effects is developed for progressive failure analyses of notched laminates composed of advanced composite materials. The combined elastoplastic damage model is employed to represent the in-plane mechanical response of the composite layers [1]. A cohesive zone model based on cohesive elements available in Abaqus is implemented to simulate delamination behaviour in the adhesive interfaces [2]. Continuum shell elements and cohesive elements are stacked together to simulate composite and adhesive layers, respectively.

The strain-driven implicit integration algorithm is developed based on equations of continuum damage mechanics, plasticity theory and using return mapping procedure. To ensure the algorithmic efficiency of the Newton-Raphson method in the finite element analysis, a tangent operator that is consistent with the integration algorithm is derived. The model is implemented in Abaqus using a user-defined subroutine (UMAT).

The progressive failure of a GLARE specimen under tensile loading is simulated using the aforementioned modelling approach. The specimen is made of four aluminium 2024-T3 alloy layers alternating with three S2-glass/FM94-epoxycomposite laminates, and contains the central hole. Comparison of the computational and experimental results confirms the validity of the finite-element analysis.

An investigation into effects of the layup configurations (i.e., unidirectional, cross-ply and quasi-isotropic) and the numbers of holes on the mechanical behaviour of perforated aluminium/CFRP (carbon-fibre reinforced plastic) laminates subjected to tensile loading has been undertaken. The stress distribution and damage progression modes together with the failure sequences are presented for various laminate configurations having different perforation patterns [3].

Results of the progressive failure analysis of double-notched AS4/3501-6 carbon-epoxy laminate subjected to in-plane tensile loading are discussed. The predicted load-displacement curve is compared with those obtained from the experiments and
predicted by other material models.

It has been shown that the numerical model proposed in this study provides an efficient simulation methodology for the progressive failure analysis of notched laminated composite structural components made of materials exhibiting both the plasticity effects and susceptibility to the delamination.
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Due to their various advantages over traditional assemblies adhesive joints are increasingly used in many industrial applications. For a reliable use of adhesive joints in structural engineering a solid understanding of the physical failure processes are necessary. Moreover, efficient and robust analysis methods that allow for a precise prediction of the failure loads are crucial, especially in early design stages such as pre-dimensioning or in optimization processes.

Former studies have shown that the coupled stress and energy criterion proposed by Leguillon [1] settled in the framework of Finite Fracture Mechanics is an encouraging approach for the modeling of crack initiation in bonded lap joints [2, 3]. However, the current failure models for adhesive joints in literature are joint specific and mainly focus on failure load predictions of single and double lap joints.

In the present work, a general sandwich-type model for the stress analysis of bonded joints with shear flexible composite adherends by Weiβgraeber et.al. [4] is presented for the application to various joint designs. This model is combined with the coupled criterion to derive a general failure model that is applicable to various joint configurations, as e.g. single lap joint, double lap joint, L-joint, T-joint and reinforcement patches. To allow for a quick determination of the failure load the corresponding optimization problem is solved by a highly efficient iterative solution scheme.

Additionally, a numerical approach by using Cohesive Zone Models in a Finite Element analysis is implemented to predict crack initiation in adhesively bonded lap joints. This widespread and well-established method is used as a reference solution to the proposed approach.

In a comprehensive study a comparison of the results for exemplary joint designs to experimental test series from literature is performed. Moreover, the influence of geometrical parameters on the failure load is discussed in detail for specific joint designs. It is shown that a good agreement is obtained for all observed configurations.
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In this work a GFEM multi-scale method for modeling failure of the CMC yarn under tension is presented. Using a pattern-based description of the microscale [1], the construction of the model falls into two main parts: the modeling of the CMC yarn as a multiphase composite, and the modeling of crack events inside the microstructure. The classical difficulties associated with the implementation and computation cost of the GFEM [2] are dealt through a multiscale approach based on the Saint Venant principle. This multiscale vision enables the microstructure and the microkinematics to be handled on the scale of the pattern regardless of the discretization on the macroscale. The multi-scale approach is implemented inside the finite element software Cast3M in order to use the existing infrastructure of the open source code for the GFEM integration.

Here the objective is to extract the most important information from the microscale using a specific number of patterns (handbook problems) that are necessary to reproduce the complex behavior of CMCs as accurate as possible. Due to the fact that an enormous amount of information is inherent in the microscale, this task is very important for providing an insight into the dominating mechanisms. A library of numerically generated enrichment functions is created by solving local boundary value problems (handbooks) for the most relevant patterns. The solutions of these problems can then be used in the GFEM by superimposing the handbook meshes i.e. the meshes used in the numerical construction of the handbook functions over the GFEM mesh after appropriate translation and rotation. The computation of local problems can be parallelized without difficulty allowing the solution of very difficult problems.

A direct extension for the simulation of crack events is incorporated into the model inside the framework of finite fracture mechanics for treating arbitrary discontinuities without remeshing. This comes from the fact that many failure processes of CMCs i.e. fiber breaks, matrix cracks and fiber/matrix debonding are characterized by fracture events instead of by continuous crack growth. Finite fracture mechanics is able to control the growth of such defects [3]. It is assumed that a crack begins to propagate when the finite energy release rate $\Delta G$ equals a critical energy release rate $\Delta G_c$ for the specific event. This step by step crack formation appear instantaneously on the experimental time scale and is not possible or of interest to follow the history of its development.
A considerable part of the present work is concerned with the mechanics of crack initiation and propagation studying numerically offline quite a lot of pattern behaviours. Specifically, the competition between interface crack extension and kinking (assuming Mode I & II propagation after kink) is formulated on the energetic basis comparing ratios of the corresponding energy release rate for a load level ($\Delta G^{\text{int}}$ and $\Delta G^{\text{kink}}$), respectively, associated to the interface and the incipient kinked crack [4]. Additionally, specific criteria have to be considered when a propagating crack is reaching a fiber/matrix interface. It has to be noticed that due to the multi-scale description the computation of the energy release rate at the handbook level is very efficient regarding the overall computational cost.

The final aim is the application of the method for a large number of inclusions in order to investigate what statistically in the microstructure leads to damage, or in other words, how the local microstructure interacts and cause damage.
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At relatively high temperatures (150-300\(^\circ\)C), polymer oxidation leads to differential shrinkage and evolution of the properties of polymer matrix composites. These local modifications of a thin surface layer may lead to oxidation-related cracking and they generally modify the ‘classical’ cracking scenario during mechanical loading.

In this work, \([90/0]_s\) specimens subjected to oxidation and mechanical loading are simulated via Finite Fracture Mechanics (FFM). The effectiveness of FFM for the prediction of transverse cracking has been previously demonstrated [1, 2]. Here, we use it to account for the competition between cracking scenarios.

A finite element model including the oxidized layer was used to compute the strain energy release rates for different configurations. The appearance of ‘partial’ cracks during oxidation is interpreted by considering the stability of propagation across the different layers. Different cracking scenarios involving ‘partial’ and ‘through-ply’ cracks are modeled as well as their interaction during the evolution of the mechanical loading.

These results provide some insight on the mechanisms leading to crack creation under combined mechanical and environmental loading [3]. Further developments include the experimental determination of the strain energy release rate of the oxidized composite [4] and the strong coupling of the FFM approach with a diffusion/reaction model in order to account for the enhanced diffusion generated by crack creation for long aging times.
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The effect of ply thickness on the onset of ply damage (transverse cracking) and delamination is extremely important for the prediction of the mechanical response of laminated composites. This is of particular significance when dealing with the most recent spread-tow, ultra-thin grades, where dry ply thicknesses can be as low as 0.02 mm, considerably below the standard for carbon fibre-reinforced polymer low grade tapes.

When embedded in a multidirectional laminate, the actual strengths and the crack density in the transverse plies are not only higher than those measured in unidirectional coupons, due to the constraints imposed by the neighbouring plies, as they reportedly increase with decreasing ply thickness [1, 2, 3]. For very low ply thicknesses, such as those of the thinner spread tows, fracture mechanics predictions of the in situ strengths [1] tend to infinity; therefore, an understanding of the in situ effect for such ply thinness is of crucial importance, namely for the development of physically meaningful analytical models applicable at this scale. However, experimental analysis based on in situ observations of very thin plies are extremely complicated, not only because it becomes relatively hard to identify any transverse damage at this scale, but also because the applied strains needed to develop such damage mechanisms are so high that conduct to failure (or severe damage) of the constraining material. A possible way through for the understanding of the in situ effect is the use of computational micro-mechanics.

In the present work [4], a micro-mechanical finite element model of a composite sub-laminate is proposed to study the mechanical response of ultra-thin plies, consisting of a representative volume element of a 90° thin lamina in-between two homogenised ±θ°
plies. Random fibre distributions, materially and statistically equivalent to real distributions [5], are analysed. A three-dimensional computational micro-mechanics framework [6, 7], with a special focus on the elastic-plastic and damage constitutive behaviours of the matrix and on the response of the fibre-matrix interface, is used in the present analysis. Varying the 90° ply thickness, it is possible to assess its effect on the mechanical response of laminated composites — the in situ effect. The proposed framework is able to accurately represent the micro-mechanical response of ultra-low grades, including (i) the mechanics of transverse cracking onset and propagation, (ii) the constraining effect observed in the laminae embedded in multidirectional laminates, (iii) the gradual, slow stress relaxation and progressive transverse cracking observed in very thin plies and consequent increase of the crack density, (iv) the reduction in crack-opening displacement of the transverse cracks with ply thinness, (v) the formation of thin necks of matrix material around the regions where interfacial damage is more pronounced, and (vi) the in situ strengths.
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In this work, a technique is presented to simulate transverse matrix cracking in composites using a novel simplified cohesive segment method[1]. This method is implemented in Abaqus/Explicit as a 3D user defined element (VUEL). It relies on a cohesive traction-separation formulation to represent cracks which are inserted within elements in a completely solution dependent manner and the subdomains on either side of the crack segment are updated using a simple remeshing rule operating at an element level. Because matrix cracks in composites always occur parallel to the fibres, there is no need to determine the direction of crack growth during solution, which saves computational cost. This formulation is compared with authors’ earlier work of modelling composite failure using continuum damage models[2], and shows that it is able to circumvent the well-known problem of mesh orientation bias of damage growth, which is otherwise present in continuum damage modelling. A significant mechanism of failure in composite materials is by delaminations joining up through adjacent matrix cracks. Therefore test cases are presented where this matrix crack model is combined with traditional cohesive elements to model delamination failure between plies, and shows that they can achieve a much better interaction between matrix cracks and delaminations compared to the continuum damage modelling approach.

Figure 1. Sequence of matrix crack growth in a regular mesh (post processed to display user elements)
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Ceramic-matrix composites (CMC) exhibit a non-linear mechanical behavior and a quasi-brittle failure despite being made of brittle ceramic matrix and fibers. This peculiar behavior originates in the creation of multiple matrix cracking and debonding at the fiber/matrix interface. The matrix cracking process reaches a saturation density before the ultimate load. The ultimate failure of the composite results from the accumulation and interaction of successive fibre breaks. The fiber break failure process is driven by the interplay between the random distribution of the fibers strength and the load transfer between the broken fibers and the remaining ones. A large number of analytical models have been dedicated to the estimation of the tensile strength of unidirectional CMC. These models generally consider a regular periodic fiber arrangement and suppose either a global load sharing (GLS), i.e. the load previously carried by a broken fiber is equally redistributed over all the remaining intact fibers, or a local load sharing (LLS) where the redistribution is restricted only to its first neighbors. However, it was demonstrated [1] that the choice of a particular load sharing mechanism could significantly influence the estimated strength and its associated scatter. It was also proven that an imperfect local load sharing (ILLS) mechanism, in-between GLS and LLS, was able to better capture the experimental strength distribution.

The aim of this work is to overcome the a priori choice of any particular fiber arrangement and load sharing mechanism by performing direct numerical simulations of the fiber breaking process in unidirectional CMC. We propose a computational approach based on realistic finite element models of unidirectional CMC constructed from optical micrographs of real CMC materials (cf. Fig. 1). As we focus our attention to the fiber break process, the damage state reached at saturation is initially introduced into the meshes. A strain-controlled tensile test is then simulated by gradually applying an axial displacement to the specimen. At each step, the mean axial stress of the fibers is computed and compared to their strength which is classically modelled using a Weibull distribution. The mechanical equilibrium is repeatedly checked after each fiber break as it could lead to further breaks due to load transfer. The outcomes of these computations include the strain-stress curve and stiffness evolution from matrix crack saturation to the ultimate failure, but also the precise scenario of fibre breaks, and the evolution of the matrix cracks opening, fiber break cluster size as well as the critical level of fibre break leading to a
catastrophic failure. The effect of the debonding length, fiber arrangement and strength is discussed, and the resulting strength distributions are compared to the ones obtained with GLS and LLS.

We expect these results will lead to a better understanding of the ultimate failure of CMC and will provide evidences to support the choice of a particular load sharing mechanism.

Références

A Phenomenological Damage Model for Elastoplastic Behavior of Particle Reinforced TRIP-Steel Matrix Composites based on Micromechanical Simulations

M. Kuna\(^1\) and A. Seupel\(^1\)

\(^1\) TU Bergakademie Freiberg, Institute of Mechanics and Fluidodynamics
Lampadiusstrasse 4, 09599 Freiberg, Germany
Meinhard.Kuna@imfd.tu-freiberg.de, Andreas.Seupel@imfd.tu-freiberg.de

This paper proposes a phenomenological modeling approach for particle reinforced TRIP-steel matrix composites. The development of the model is based on micromechanical simulations of the composite material, which are used twofold: Firstly, they help to formulate requirements on phenomenological modeling on the mesoscale. Secondly, they enable a calibration of the mesoscale model to the results of the micromechanically simulated composite behavior.

Several micromechanical mechanisms influence the behavior of metal matrix composites during loading. On the one hand, a high hardening of the composite is obtained due to particle reinforcement effects [1]. On the other hand, deformability is limited by favoured ductile damage processes in the matrix as well as rupture of the particles and interfaces. To improve the ductility of the composite, steels showing the TRansformation Induced Plasticity (TRIP) effect have been identified as possible matrix materials with large forming capability as well as a high hardening [2].

In the present study, the impact of interface damage on the microscopic and mesoscopic behavior of the TRIP-steel matrix composite is investigated. A cell model is used to analyze the microstructure of the composite as a single elastic particle embedded in a TRIP-steel matrix. A low volume fraction of reinforcements (5 \%) is considered. To describe the inelastic matrix behavior of the TRIP-steel, Hallberg’s [3] constitutive approach is utilized that incorporates the austenite to martensite phase transformation, which is responsible for the TRIP-effect. The interface and its failure are modeled by cohesive zone elements using a bilinear traction-separation law.

The cell model is numerically implemented by means of the finite element method. For uniaxial tension and compression loading, mesoscopic quantities of interest are evaluated by means of averaging procedures: yield curves, martensite evolution and an integral damage variable to define interface failure.

The proposed modeling approach on the mesoscale can be summarized as follows: The undamaged composite is seen as a homogenized bulk material, where the particle reinforcement effect is cast into the overall hardening behavior, following [4]. Assuming that detached particles act as nucleation sites for voids, a ductile damage mechanism...
caused by void growth and coalescence can be concluded. Also the influence of damage on the mesoscopic martensite evolution should be captured correctly. Therefore, Hallberg’s [3] TRIP-steel model is expanded by damage terms known from the porous metal plasticity model of Rousselier [5]. Thus, the evolution of porosity influences plastic yielding of the composite. The additional damage progress of interface failure is formulated by a mesoscopic stress based criterion. An associated damage variable develops, obeying a Weibull distribution. This damage variable is furthermore used to formulate a void nucleation term entering the evolution equation of porosity. In order to match large differences of yielding with respect to the loading direction, the plastic yield function is considered to be dependent on the third stress invariant. This way, a high tension-compression asymmetry arises through the damage processes, the direction dependent phase transformation and the yielding of the TRIP-steel matrix itself.

The phenomenological model is calibrated to the cell model results of the TRIP-steel matrix composite. As a result, the phenomenological model can well reproduce the mesoscopic yielding, martensite evolution in the metal matrix and the progress of interface damage for monotonic tension and compression loadings.
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Fiber reinforced composites (FRC) are increasingly being used for structural applications in aerospace industry. To exploit their superior mechanical performance and associated cost benefits, it is of significance to develop a comprehensive understanding of the dominant failure modes: inter-laminar/delamination caused primarily due to matrix cracking and intra-laminar or translaminar fracture which has both matrix cracking and significant fiber breakage [1]. In a recent study on translaminar mixed-mode fracture of plain weave glass/epoxy composite, Boyina et al. [2] showed that under conditions of higher mode-mixity the macroscopic response prior to final failure is highly non-linear in spite of the inherent brittleness of the constituents. From fractography it was established that the fracture process has significantly higher fiber-matrix debonding along the transverse fibers which resulted in gradual energy dissipation prior to final failure due to fiber breakage along the crack path. Complex brittle materials such as composite materials have statistically distributed mechanical as well as fracture properties and the fracture process in them involves micro-cracking at multiple locations, interactions between these cracks and their growth leading to final failure which is hard to model using conventional fracture mechanics theory. In the present study a statistical approach of [3] is taken by discretizing the fracture specimen domain into a two-dimensional square spring network lattice as shown in Figs. 1(a) and (b) respectively. Each lattice point is connected to the nearest and next-nearest neighbors through linear spring forces that resist both change in bond length as well as change in bond angles as shown in Fig. 1(c). Any spring when...
stretched beyond a threshold failure strain is considered broken and the elastic force due to that spring becomes non-existent. In the fracture simulations, displacements are applied at the top boundary of the lattice while the bottom boundary is held fixed. For every incremental displacement, position of each lattice point is updated iteratively based on the integration of its equation of motion using a velocity-verlet algorithm with an additional damping force included to expedite convergence to an equilibrium configuration. Condition of failure of bonds is applied and the network is allowed to converge again before the next increment in displacement is applied till final separation of the network as shown in Fig. 1(d). The complex heterogeneity of the WRM composite is modeled by defining two types of bonds: stiff or soft. Combinations of these bonds are used to identify four different regions: region that has high stiffness in both transverse and longitudinal direction, region that is stiffer in longitudinal direction but softer in transverse direction, region that is stiffer in transverse but softer in longitudinal direction and region which has lesser stiffness in both the directions. The relative proportion of these regions is assumed for any analysis and the lattice sites belonging to each region is then randomly assigned a location in the domain. Macroscopic response from simulations in Fig. 2 are for different combinations of threshold failure strain for stiff bonds ($\varepsilon_s$) and the failure strain ratios ($\varepsilon_w/\varepsilon_s$). It can be seen that while the peak load of the macroscopic response can be well approximated by a homogeneous network, the post-peak behavior for the combination with failure strain ratio at 1.0125 has significantly more dissipation during the growth of the initial crack and therefore compares well with the experimental data.
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Modelling multiple delamination and intralaminar cracks using a single-layer shell approach
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The introduction of fibre reinforced polymers in the automotive industry is strongly dependent on accurate and efficient CAE tools to predict the correct energy absorption in car crash analyses. From experimental observations during axial crushing, it is obvious that in order to obtain good predictability in the simulations, delamination needs to be accounted for. However, due to industrial restrictions on the total simulation time of full scale crash analyses, detailed modelling of each ply as represented by separate elements through the thickness – to promote delamination modelling by cohesive interface elements – is impossible.

In order to provide an alternative approach, we have recently proposed an enriched XFEM shell element formulation with the benefit that multiple propagating delamination cracks can be kinematically represented independently of the finite element mesh. Hence, a structural model of a thinwalled laminate can thereby initially be built up by a single layer of shell elements through the thickness. During loading, the model is then enriched locally (and adaptively) in critical areas where delamination is predicted.

However, as is well known, delamination is far from the only relevant failure mechanism which needs to be considered in the simulation of crash-like events. In combination with multiple delamination cracks, severe intralaminar failure (transverse matrix failure, fibre kinking, matrix shear failure etc.) is observed in the highly strained areas of the structure. These mechanisms are often described in the literature via progressive damage models based on an embedded cohesive zone approach in which the cohesive degradation behaviour is 'smeared' over the element experiencing damage evolution in a way such that pathological mesh dependence (which is always present for a local continuum damage model) should be avoided. In contrast to this, some authors have with success modelled intralaminar crack propagation explicitly by using the XFEM (or phantom node method), although for the case where each ply is discretised explicitly by separate shell or solid elements.

In this contribution, we investigate the potential of further extending the previously developed enriched shell element capable of representing multiple delaminations to also handle intralaminar crack propagation without having to explicitly model each ply by
separate (shell) elements through the thickness. Instead, the additive enrichment for multiple delaminations is combined with additional enrichment functions confined only to individual plies, making it possible to represent individual intralaminar cracks with different orientations in different plies.

To give a short illustration of the capabilities of the model, we consider a purely theoretical case in which a $[0]_7$ laminated beam, modelled by a single layer of shell elements through the thickness (in total $6 \times 40$ quadratic triangular shell elements) and with a crack pattern as indicated in Figure 1a. Thus, there is a combination of short delamination cracks with perpendicular intralaminar cracks which together conform to a crack propagating along the entire beam, but which at certain points goes through the plies in a staircase manner. Furthermore, the beam is loaded by a traction load $t$ along its upper rightmost edge. The current example has been chosen for its simple analytical solution (assuming Euler Bernoulli beam theory) if transverse strains are disregarded. The intention is to show that the model is able to describe (kinematically) complex crack patterns involving both delamination and intralaminar cracks with good accuracy.

The deformation pattern obtained in the shell analysis is shown in Figure 1b. By comparing the results from the shell analysis with the analytical solution (via Euler-Bernoulli beam theory) the difference in maximum end displacement is less than 0.2 % which verifies that the kinematics in the case of combined delaminations and intralaminar cracks is correct.

![Figure 1: Sketch and deformed shape of laminated beam with a staircase crack (a combination of delamination and intralaminar cracks). Please note that only one layer of shell elements is used in the analysis](image)

The results indicate that the level of detail in the present approach is such that individual delamination and/or intralaminar cracks and can be analysed accurately where present. Moreover, the level of detail (and computational cost) of the model is only increased in areas where crack initiation and propagation actually occurs thereby reducing the computational effort required in large scale analyses. Thus, we see a potential for this modelling concept in analyses in which computationally efficiency is of major importance, such as car crash analyses.
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The discrete element method (DEM) is a powerful alternative to the finite element method (FEM) when advanced damage states and failure of concrete have to be studied (Hentz et al. 2004). Indeed, DEM allows very easily obtaining realistic macro-crack patterns and material fragments due to its discontinuous nature.

To model reinforced concrete structures, it is also necessary to take into account the steel reinforcement and its interaction with concrete. It is possible to model the rebars within DEM framework by using aligned discrete elements and special beam-like links as proposed in (Rousseau 2009). However, to be able to consider complex grid patterns of rebars used in real engineering structures, the use of DEM-type model for steel is not optimal for many reasons: difficult mesh construction, poor numerical performance, etc.

In this contribution, a new steel-concrete bond model is proposed to link in an appropriate way DEM concrete to FEM rebars. This model uncouples the normal and the tangential responses of the steel-concrete interface and allows choosing a suitable form of constitutive laws for each component. Thus, they can be fitted separately in accordance with experimental data. The normal and tangential bond laws are described.

The proposed approach is validated by simulating the well known Brazilian indirect tension test, and the Nooru-Mohamed shear-tension test with a good reproduction of curved cracks. Then, the whole approach is applied to simulate the steel-concrete tie in tension. Realistic cracking process and a correct load transmission between the rebar model and the concrete model are obtained. Impact simulations are also presented.
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Dynamic effects in unidirectional fiber-reinforced composites: a peridynamic analysis
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Modeling of damage and failure in fiber-reinforced composites (FRCs) is a very challenging problem because of the complexity of stress and strain states induced by micro-heterogeneities and elastic and fracture toughness anisotropy. Some recent peridynamic (PD) models for FRCs (see, e.g. [1], [2]), which start from a homogeneous representation of these materials, have been attempting to simulate dynamic crack growth and failure in FRCs. It has been an open problem whether homogenized models can lead to crack localization, which is experimentally observed in failure of FRCs. In this talk I will review some existing peridynamics models and discuss an improved version of one of them. I will then compare the results these models give for several tests cases: impact and inter-sonic crack propagation in unidirectional FRCs (see [3]), and dynamic crack growth from quasi-static or dynamic loading of unidirectional FRCs.

We find that PD models that try to mimic the macroscopic slowness curve (tension surface) at the PD microscale do not lead to failure modes seen in some experimental tests on FRCs. On the other hand, PD models that assume only two types of micro-bonds, similar to the actual two-phase composition of the FRC, are capable of reproducing, accurately, failure modes and crack propagation speeds seen in experiments. In particular, we discover an interesting phenomenon: a strong strain-rate dependence for the modes of failure in a unidirectional 45° FRC. In the quasi-static loading regime, we observe that the crack initiates and grows perpendicular to the loading direction, through the matrix, over the fibers, and without breaking them. Under high strain-rate loading, the crack initiates along the 45° fiber direction, leading to splitting-mode (fiber-matrix delamination) failure of the composite. We hope that experimentalists will attempt to verify our numerical predictions.
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Influence of residual stresses on lifespan and crack path assessment of a disk blade connection
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During the last 15 years, significant progresses in crack propagation simulation of brittle materials have been observed thanks to the introduction of innovative numerical methods. Among them, there is the eXtended Finite Element Method (XFEM). XFEM enables the cracks to cut the finite elements so that the mesh must not be conformed to the crack. Consequently, the remeshing strategy is facilitated. Indeed, cracks are implicitly represented thanks to two level-sets functions. In linear elasticity, crack propagation is based on the computation of the Stress Intensity Factors (SIFs) and the use of well-chosen crack propagation laws depending on the context. Level-sets are then updated to model the crack propagation.

This study focuses on the lifespan assessment of a technological sample representative of a disk blade connection. Crack propagation rates and crack paths are experimentally obtained from a series of tests under various stress and temperature conditions. A first assessment of the crack path and lifespan with XFEM is obtained without considering any residual stresses. Good agreement can be noticed on the lifespan. However, small differences in the crack shape can be observed.

These differences possibly come from the presence of residual stresses near the free surfaces induced by shot peening on the sample. Their influence on the crack path and lifespan is investigated. Various residual stresses distributions are tested based on experimental data. In each case, numerical results are compared with experimental observations. These comparisons highlight that the residual stresses can explain the decrease of the crack propagation rate at the vicinity of the external layers of the material.
Damage evolution in pearlitic steel specimens under tension by means of X-ray computed tomography
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Steel fracture mechanisms have been studied extensively over the past decades, but some aspects still remain unclear. Pearlitic steel, commonly used for manufacturing prestressing steel wires, presents an unusual fracture surface when tested under tension; a cylindrical specimen shows a flat surface with a dark region centered in the specimen surrounded by a bright area. When these zones are observed by means of a scanning electronic microscope, the mechanism of nucleation and growth of microvoids can be identified in the dark region.

On the other hand, one of the most widespread models typically used to reproduce the behaviour in metals is the Gurson-Tvergaard-Needleman (GTN) model [1, 2], which is based on the classic theory of nucleation, growth and coalescence of microvoids. These models have proved to be successful through the years and are able to reproduce the macroscopic damage behaviour of many metals.

In this contribution, the authors analyse the evolution of the internal damage by using X-ray computed tomography on a 3mm-diametre specimen. The specimen is tested in consecutive loading steps, after each of which it is unloaded and analysed with a X-ray tomograph. This procedure helps to identify the evolution of damage developed inside the specimen at predefined strain levels. Finally, these results are compared with the numerical results provided by the GTN model.
References


Finite Element Analysis of Ductile Fracture during Shearing Process of Shield Slot Plate for Molten Carbonate Fuel Cell
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In this study, the shearing process of shield slot for molten carbonate fuel cell was numerically investigated by finite element analysis. The shield slot plate for molten carbonate fuel cell is composed of open trapezoidal shape slots, manufactured by shearing process, to support the electrode and form the gas flow channel. The three dimensional finite element analyses were conducted by using commercial software Abaqus/Explicit with the user material subroutine VUMAT with various ductile fracture criteria such as Forming Limit Diagram, normalized Cockroft-Latham, and Modified Mohr-Coulomb criteria [1]. For more accurate results, the flow stress obtained from tensile test was corrected by comparing load-stroke curves between experiment and finite element simulation of tensile tests after onset of necking [2]. The critical damage value was also determined using the corrected flow stress curves. Finally, the simulation results of shearing process was compared with experimental results to compare the feasibility of ductile fracture criteria on shearing process of shield slot for molten carbonate fuel cell.
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Fuel elements used in Pressurized Water Reactor reactors are made of a stack of uranium dioxide pellets enclosed in a zirconium alloy cladding.

Modelling the fuel rod behaviour during irradiation in normal and off-normal operating conditions, requires to take into account numerous coupled phenomenon. In particular, crack propagation and damage mechanics, in the fuel pellet and in the cladding, have been increasingly used in CEA simulations [1, 2, 3]. One important aspect of these simulations is to cope with the wide range of temperatures, strain rate, and stress levels encountered.

Modelling of crack in fuel rod simulation can be illustrated in various ways:

- At low temperature, oxide fuel pellets are indeed brittle especially at low temperature. Because of the temperature profile in a fuel rod, cracks are initiated at the outer edge of the pellet and tend to propagate inwards as the power increases. Numerical simulations of this early stage of the fuel irradiation, as illustrated on Figure 1, leads to a crack pattern qualitatively close to the experimental one.

- During RIA experiments in the Cabri reactor, ductile failure of the cladding was observed starting from cracks coming from zirconium hydride blisters [4]. Figure 2 illustrate some simulations results obtained for this particular problem.

The aim of this paper is to expose the current status of the crack modelling used in the CEA Alcyone fuel performance code. Numerical aspects, including the treating of snap-back due to the quasi-static assumptions, of this modelling will be discuss in depth.
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Figure 1: Initial fuel pellet fragmentation

Figure 2: Modelling the cladding failure during an RIA transient


Investigation in rolling contact fatigue crack growth in rails of SNCF network
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Due to the repeated passages of the wheels, rolling contact fatigue cracks can appear in the surface or subsurface of the rails. These defects, such as squats and head-checks, can propagate and lead to the rail fracture. If a fracture of the rails occurs, it could cause not only a heavy economic impact (delayed trains, maintenance costs), but also passenger safety (derailment). In order to avoid the rail fractures, French National Railroad Company (SNCF) performs a strict method with both corrective (consolidation or removing of damaged rails, local deep grinding...) and preventive (initial and periodic grinding, periodic monitoring by ultrasound...) maintenance strategy.

This paper attempts to investigate the rail maintenance against rolling contact fatigue by combining the numerical simulations (from train-track dynamics to fatigue crack growth simulations) with the analysis of defects observed in our network (SNCF’s database analysis). Firstly, a parametric numerical study is performed to better understand the effect on the fatigue phenomenon of various factors such as the wheel-rail contact forces, the residual stresses, the rail bending and track stiffness, the localization of the cracks (over or between sleepers), the crack path.... A quick description is given of the models and simulation tools that were developed within the consortium IDR2 gathering SNCF, RATP the Parisian metro operator and TataSteel, one of the major rails manufacturers. Secondly, the observed rail defects (squats and head-checks) on a high speed line, collected from different SNCF’s databases, are analysed, taking account of the track geometry, the rolling stock, the traffic and the historical maintenance operations (grinding, stuffing, removing of damaged rail). Finally, some analysis focusing on rail defects (density and evolution) around turnouts and bridges will be discussed.
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In demolition engineering and forensic investigations we have the opportunity to observe how structures fail. We use the information we have observed while demolishing structures and after collapses to inform how we model structural failures. From demolition engineering we have learned about the uncertainties associated with material failure. When similar structures are damaged in similar ways under similar loads, they can fail in different mechanisms. We have gained insights into when and how a failure propagates and when it remains local.

In forensic engineering practice analytical models are constructed to recreate the collapse and to confirm that the cause of the collapse has been properly identified.

In this paper several case studies of concrete and steel structures show how different sets of assumptions and modeling approaches are used depending on the type of failures to be modeled and how inappropriate assumptions can lead to erroneous conclusions. For example: understanding post-buckled capacity is essential to capturing the I-35W steel bridge collapse, and fiber beam models used in seismic application can capture cyclic behavior of concrete members without the need for simulating the precise crack propagation.
Development of xfem tools in industrial environment

P. Massin

Institute of Mechanical Sciences and Industrial Applications, UMR EDF – CNRS-CEA-ENSTA 9219, Université Paris-Saclay, 828 Boulevard des Maréchaux, 91762 Palaiseau Cedex, France
patrick.massin@edf.fr

The development of the x-fem methodology within the industrial environment of Salomé Méca free software started ten years ago with a collaboration in between EDF and Professor Nicolas Moës of the Ecole Centrale de Nantes. At the beginning of the project the industrial need was to be able to perform parametric studies of defaults with different shapes and positions in the rotor of a shaft line. This initial need moved towards the one of being able to simulate crack propagation.

The advantages of X-FEM are:

• an ease to define the default geometry and then to introduce it in a flawless model, with the help of the level set formalism [1], which is really appreciated by the engineers,
• if done properly, the treatment of system conditioning when the default approaches the nodes of a mesh or is very near from a free surface [2,3], not possible to our knowledge with other methods such as re-meshing in the latest situation,
• if done properly, an optimal rate of convergence of 1 with linear elements and two with quadratic elements, which is not the case for FEM with a crack meshed [4],
• if done properly, incompatibility interface unknowns treatment to avoid spurious oscillations of Lagrange multipliers when crack closure is considered [5], for instance with a cohesive law [6,7].

Its main drawbacks are:

• the creation of new elements for which you have to derive the stiffness matrix which leads to double the implementation development efforts in your software, with some extra costs for maintenance: for each specific physics its x-fem counterpart has to be introduced which do not occur with re-meshing techniques,
• additional work to apply boundary conditions or impose displacement controlled solutions, in case of instability for example.

On-going works at EDF concern now the development of quadratic xfem elements to reduce the error level, with important efforts focalized on solving conditioning issues [3]. As you go for quadratic, you will also need to reduce the number of integration points which is skyrocketing due to quadratic subdivisions. For that purpose we used a preceding work [8] conducted on integration in order to take into account plasticity with x-fem elements, and which allows reducing drastically the number of integration points to the one of standard fem elements.

Another research axis is concentrated on propagation algorithms. Our initial algorithms [4]
were improved and are now based on fast marching methods so as to be robust with increased performance.

Finally, also to increase performance, discrete potential methods were applied to a cracked model with x-fem. A regular problem without a crack can be solved and reduced complementary systems involving the degrees of freedom around the crack are solved to recover the solution of the problem with crack. Applying finite difference or fft to the regular problem can help us reduce the computational time [11].
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Modelling and Simulation of TB32 Crash Test of N2-W4-A Category Safety Barrier on Road Bend
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The paper examines the SP-05/2 outer barrier of N2-W4-A category (producer: Stalprodukt JSC, Bochnia) with the B-type guide bar, located on a horizontal concave arch to an accelerated traffic main road, with an allowable radius of road axis belonging to the range of 140–220 m. In the case of N2 restraint level, acceptance of TB11 and TB32 crash tests is required. The collision intensity level A reflects an impact of collision on vehicle occupants, measured by the acceleration severity index, ASI, and the theoretical head impact velocity, THIV, both calculated according to complex algorithms. The A level meets the conditions ASI ≤ 1.0 and THIV ≤ 33 km/h. The working width W is a measure of barrier deformation. For level W4 distance W is ≤1.3m. The barrier and the cap should preserve the integrity after collision with the vehicle. After repulse from the barrier, the vehicle must be included in an acceptable field of repulse.

In order to ensure accepting the modified TB32 crash test on a road bend, a rubber/foam/composite overlay, denoted with the code CFR2, has been designed, which was combined with the B guide with screw connectors using only the empty holes in the guide axis, with 2.00m spacing. The CFR2 covering system consists of glass–polyester composite segments, partly fulfilled with polyurethane foam. The segments are connected to the B-type guide bar with M16/80 bolts of class 8.8, using thick rectangular rubber pads produced of 70°ShA EPDM rubber and rectangular dip galvanized steel washers of type A (producer’s specification). The covering is manufactured using hand lay-up technology. The CFR2 covering has a smooth front surface protected with gelcoat. The CFR2 overlay is flame retardant, resistant to weathering and required chemical effects, increases flexibility and strength of the barrier, reduces vehicle–barrier friction, and its estimated durability is 30 years.

The principle of action of CFR2 overlay is as follows. After hitting the barrier by the vehicle at an angle of 20°, elastic deformation of cap and rubber pads appears. There is time elongation of impact pulse. The overlay is closer to the guide B, and based on it. It is followed by progressive destruction of cap main components (composite shells and foam core), but to the extent that maintains the integrity of cap and bolted joints. The rubber pads soften the collision process. Friction between the vehicle and the gelcoat layer covering the cap is significantly reduced compared with the steel guide, which
facilitates easier sliding of vehicle on the barrier with the cap and contributes to securing the vehicle before skidding.

Test barrier sections of length of 60.00m constitute a straight barrier (SB) and a curved barrier (CB) of radius of 150m. This is the smallest radius of curvature of outer barrier, which allows a traffic speed of 110km/h. The barriers without (SB, CB) or with (SBC, CBC) the CFR2 covering system are under consideration.

The study develops a methodology for numerical modelling and simulation of unmodified (SB, SBC) and modified (CB, CBC) TB32 crash tests, including: advanced material models with failure of barrier and covering components, deformable bolt connections with limited load capacity, car tire pressure, contact with friction, gravitational load, possible erosion of finite elements, hourglass control, posts embedded in deformable solid subsoil, shell FE modelling of straight and curved barriers, reliable values of friction coefficients based on the authors’ experimental tests, viscous damping of selected components of the system (barrier, covering, subsoil).

S235JR steel used to manufacture barrier parts has elastoplastic properties with isotropic hardening. A GFRP laminate reinforced with selected mat and fabric is modelled as an elastic-brittle material taking into account the Chang–Chang failure criterion. PUR S-42 polyurethane foam is reflected by the ‘honeycomb’ model available in LS-Dyna, used to model anisotropic foams. The subsoil, in which Sigma-100 posts are embedded, is reflected by a simple model used to foams and subsoil in a case where the material constants are not fully defined. The asphalt pavement and the shoulder are modelled as non-deformable surfaces. The Coulomb friction model is taken into consideration for all friction pairs.

Parts of SP-05/2 barrier section of length of 60m are modelled using four-node shell finite elements in the Belytshko-Tsay formulation. The subsoil is reflected by cylinders (one cylinder per post) with a radius of 1.00m and a height of 1.30m, using constant stress solid elements. The post/bracket/guide/pad screw connections and screw connections of guide segments with the CFR2 overlay are mapped by means of constrained generalized weld spot elements. Modelling deformable bolted joints of guiderrail segments with each other and with the CFR2 overlay is based on 3D and 2D local finite element modelling. These connections are mapped by means of elastic-damping elements and used in the shell model of guide bar. Laminates in the CFR2 overlay are modelled using 4-node shell elements in the Belytshko-Tsay formulation.

The Dodge Neon car model, corrected respectively, was taken from the public library developed by the National Crash Analysis Center, USA. Crash tests were simulated using the finite element non-linear explicit code LS-Dyna v971. The results include all the collision parameters required by the EN 1317 standard.

The TB32 virtual crash tests have been conducted for the SP-05/2 barrier of N2-W4-A category, in four cases, i.e. for the barrier not equipped or equipped with CFR2 covering, located on a rectilinear road or on a road bend of radius of 150m. Effects of barrier curvature and covering equipment on the course of crash tests were investigated. It has been proved that the SP-05/2 barrier with the CFR2 overlay, located on road bends, provides acceptance of modified TB32 crash test.
Sheet-metal blanking is one of the most commonly utilized metal forming processes for mass production of steel-sheet laminations. The process has been well-characterized experimentally (see, for instance, references in [1]). However, current demands on geometrical accuracy of the laminations and high production speeds require transition of the process’ optimization from the experimental to the numerical field. Typically, the finite element method is used to optimize the process.

As the sheet-metal blanking results in a total separation of the sheet metal, a numerical model requires not only a elasto-(visco)plastic material constitutive model, but also a fracture criterion and a crack propagation routine.

Several approaches to model the material failure in sheet-metal blanking has been proposed and analysed, but the material-constitutive-model-coupled approaches are generally considered more accurate as they allow gradual material degradation up to the initiation of an macroscopic crack.

As the finite-element-method-based crack propagation routines (e.g. remeshing, element deletion) often have problems with fast evolving discontinuities, the extended finite element method will be employed in this study.

The method has recently been extended to modelling plastic deformations and ductile crack initiation and propagation [2], [3], [4], [5], most of which are focused on a static analysis of ductile fracture initiation. A numerical analysis of sheet metal blanking at higher speeds, however, must also include the transient effects resulting from the process. Therefore, a time stepping scheme is required and the crack initiation and propagation algorithms, proposed by the authors, must be adjusted for time-related problems.

In this research, the extended finite element method with explicit time integration, coupled with the Lemaitre damage law and ductile crack initiation and propagation is presented. An alternative crack propagation algorithm is used, suitable for use in the context of time integration.

The approach is used to model the sheet-metal blanking process at different blanking speeds. Results are compared to the experimentally obtained data.
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Computational and Experimental Fracture Assessment of a Cracked Hand Wheel
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Material imperfections and manufacturing faults coupled with severe service conditions can lead to flaw appearance in machine elements. Consequential crack growth and propagation can seriously affect integrity of such structures. This is particularly important when dealing with possible fracture of components that are used in transportation vehicles since catastrophic consequences can occur if crack growth susceptible components are used in vehicle assembly. Therefore, using fracture mechanics principles to assess design is almost necessary [1, 2, 3].

In this paper, computational and experimental fracture assessment of a cracked hand steering wheel was conducted. Multiple crack occurrence was noticed on a hand wheel mounted on a go-kart vehicle. Cracks emanating from a fastener hole were noted and, consequently, final fracture occurred. Fracture assessment of a cracked hand wheel was carried out using experimental and computational approach. Material thickness measurement and visual inspection was performed and material type was experimentally detected. Using computational fracture mechanics procedures based on the finite element analysis, numerical fracture assessment of the hand wheel was conducted. Variation of stress intensity factor with crack length is presented as a result of computational procedure. Possible causes of crack occurrence are outlined. Obtained results are valuable for predicting fracture behavior of the cracked hand wheel and can be taken as a reference for design and exploitation process of such component.
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Contribution of advanced and non linear material behavior law for sizing industrial composite structures
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This article presents a review of the different models developed by Onera and transferred to our industrial partners as plugging in their FE code. It also explains the main philosophy adopted to propose these formulations by using thermodynamically consistent and continuum damage mechanics frameworks. This contribution focuses on the importance of taking into account the presence of damage on the prediction of the structural failure of a composite part. This general approach has been applied for different types of composite materials (ceramics and organic composite materials), for woven (2D or 3D) or UD composites and for different mechanical loadings (static, fatigue, low velocity impact).

The main difference between composite and metal materials is the effect of the presence of damage far from the final rupture. A further difference is the presence of several rupture modes, depending on the loading of the material. For example, for unidirectional composite laminates, the final rupture is the result of fibre breaks in case of in plane loading. For laminates with fibres oriented parallel to the loading direction (quasi-isotropic laminates for example), final rupture is caused by matrix cracks in case of in-plane loading ([±45]s) and by delamination cracks for out-of-plane loading. This is the reason why the different Onera models take into account several damage mechanisms and several rupture modes. Hence, the main difficulties for the development of behavioural laws for composite material, are to propose generic models for the variety of composite materials, easy to be used by design engineers with a clear and easy model’s parameter identification procedure, and applicable in an industrial context (software, computational cost...).

This article will focus on the application of such model to the sizing of composite structures, the advantage and the drawbacks of such approaches and the difficulties on the implementing such tools in commercial software. Onera has developed, during the last years, two generic models for the design of composite structures, OPFM for UD composite laminates [1], and ODM for woven composites[2]. All these models use the continuum damage mechanics framework in order to estimate the effect of the damage on the behaviour of the material. The thermodynamic framework of these approaches avoids a non-physical response of these models (evolution of the damage with no energy loss). The main idea of these models is to identify the different types of damage, their effect, and their evolution on a “mesoscale”. Hence, for composite materials, the main damage in a
UD composite laminate consists of matrix damage, transverse cracking and local delamination; in a woven composite the main damage is the occurrence of microcracks. Type and orientation of the damage depend on the microstructure of the material. In Polymer Matrix Composites, the microcracks are oriented by the microstructure, while in ceramic composites microcracks are oriented by the loading. These damages have different effects and a different evolution for each type of composite material. The detailed estimation of the strain and stress inside the material allows the application of failure criteria based on these damage evolutions, and takes into account the eventual non linearity due to the viscosity of the matrix. Nevertheless, in cases with high stress gradients, satisfying the failure criterion doesn’t imply the failure of the entire structure. It is then necessary to describe the progressive failure of the material by implementing a softening behaviour. This type of behaviour induces not also numerical difficulties but also complexities for establish a clear and simple identification procedure. Onera is currently working on these aspects, in order to overcome these difficulties and to transfer robust industrial methods to our main industrial partners (Airbus and SAFRAN).
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MS10: Innovative trends and applications in fracture mechanics
In this contribution, a novel approach for a fail-safe design of structures based on an optimization employing a genetic algorithm, which is coupled with structural analysis conducted in the framework of fracture mechanics, and enclosing uncertainty investigations, is proposed. The structural design concepts focus nowadays predominantly on the development of light structures in order to reduce production costs. Thus, each structural component is designed to reach the limit stress state and to use the entire load-bearing capacity. However, if such a structure will be subjected to unforeseen events, e.g. extraordinary loading, impact, fatigue or material defects leading to a failure of a single structural component, the subsequent components will not have enough bearing capacity to carry the additional load. Thus, the resulting reduction in durability of subsequent structural components will induce their sequential failure and, in consequence, a catastrophic failure of the whole structure. In order to prevent systems from the total collapse, fail-safe design approaches are utilized. They assume development of safe structures, which keep their functionality even under particular damage conditions e.g. a local failure of a single structural component.

The optimization of structures with respect to failure mechanisms requires an efficient and a realistic modeling by using a fracture mechanical approach. In this contribution, the investigation of the failure process is introduced within a finite element framework by combination of discrete fracturing and configurational mechanics based criteria. The introduction of a discontinuity field by an $r$-adaptive node duplication method represents a crack propagation mechanism based on an energy minimization principle for general continua as discussed in [1]. The main feature of this method is to evaluate and to use a general approach to obtain a fracture criterion based on configurational mechanics. In classical mechanics, motion of objects is concerned with the equilibrium depending on mathematical modeling of the solid obeying a variety of constitutive equations and the laws of continuum mechanics. However, in fracture mechanics, the structures cannot be regarded as perfect continuum since they contain defects, voids, dislocations etc. In order to characterize the singularities related to the imperfections in the structure, the concept of a force like quantity in the material space is introduced in parallel to the force acting in physical space, which can be simply interpreted as a local variational of the global energy. As a natural outcome of the energy based formulation, these forces, or rather
material forces, arise as crack driving forces in a precracked body and they could be used as a reliable failure and crack path predictor.

In order to cover the whole complexity of the fail-safe design, beside the development of a realistic fracture mechanical model and the implementation of a suitable optimization approach, the analysis of uncertainties is coupled with optimization method. The types of uncertainties in structural design are manifold, e.g. the material properties vary due to unstable production conditions, loads change as a result of diverse structural use or an unexpected loading situation appears, e.g. due to boundary change. All these uncertainties can cause a failure of structural components. In dependency on the uncertainty source and the type of available information: fragmentary, subjective, dubious or statistically well founded and satisfying the i.i.d. paradigm, a suitable uncertainty model is chosen, e.g. fuzziness or probability. Since in most engineering design tasks, polymorphic uncertainty [2] is present, that is uncertainty in form of variability, imprecision and incompleteness appear simultaneously, new modeling approaches are developed. The proposed fail-safe design method includes a sequential coupling of optimization, uncertainty analysis and the numerical deterministic solution. The interaction between the optimization with a genetic algorithm and the material force approach enables to guide the crack path propagation direction into 'safe' structure regions, permitting only local failures and preventing from a total failure of the system. Finally, structural designs can be identified which, if subjected to unforeseen events or uncertainties causing a local failure of components, will sustain the global structure stability.
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Comparison of fracture prediction models on sheet metal blanking simulations
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Generally in metal forming processes, fracture is synonymous with deficient products, unexpected costs and potential catastrophes, and therefore hopefully prevented during the design stage of a product in order to ensure its integrity and durability. Nevertheless, for a few manufacturing techniques the fracture phenomenon is the driving step of the entire process. This is the case for the sheet metal blanking method where the quality of the final product is directly linked to the resulting shape of the sheared edge. Therefore, the numerical prediction of the failure initiation and further propagation plays an important role in order to ensure the optimal set of process parameters and to fulfill the required product features, especially in mass production.

In the present work, a comparison of existing models to predict the onset of fracture in the numerical simulation of the sheet metal blanking process is carried out. Two sets of different approaches for continuum fracture modeling are considered in this study. On the one hand, a group of different classical fracture criteria, where a failure locus is defined based on the history of internal state variables at each material point without any influence on the constitutive equations (uncoupled approach), is considered [1, 2, 3, 4]. On the other hand, a group of Continuum Damage Mechanics models, where the development of material deterioration is directly included in the constitutive formulation by means of a damage variable, is introduced [5, 6]. Numerical and experimental results are compared in order to evaluate the prediction of the different fracture models considered in this work for various practical cases. The influence of a selected fracture prediction model on some critical process parameters is also studied. In order to take into account the strain-dependent behavior of the material, the large strain extension of the Perzyna’s viscoplastic model proposed by Ponthot [7] is considered. Remeshing steps using a novel data transfer method [8] based on finite volumes and numerical integration are utilized to avoid the high distortion of finite elements due to extreme straining in the shearing zone.
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Design of Sheet Metal Forming Process for Reducing the Stress Concentration of Corrugated Plate for Molten Carbonate Fuel Cell
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In this study, sheet metal forming processes of the corrugated plates for the molten carbonate fuel cell (MCFC) were numerically investigated by finite element method to obtain optimal design. In the three dimensional forming simulation, the user material subroutine VUMAT was used for simulation of shearing process [1] by applying ductile fracture model in the commercial finite element method software ABAQUS. For more accurate forming simulation, uniaxial tensile test coupled with finite element analysis was used for obtaining real flow stress and determining a critical damage value after onset of necking phenomena [2]. From a number of forming simulations, a new single-stage forming process that integrates three-stages of shearing, preforming and final forming processes [3] was proposed without local fracture of corrugated plate. Design concept of alleviating locally concentrated stress of slot was drawn from the forming simulations. To verify the new forming process, single-stage forming experiments were conducted. From the above studies, new sheet metal forming process for reducing the stress concentration of slot were successfully demonstrated in the single-stage forming process.
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Analyzing 3D cracks using arbitrary tetrahedral meshes

Morteza Nejati, Adriana Paluszny, Robert W. Zimmerman

Department of Earth Science and Engineering, Imperial College, London, United Kingdom
m.nejati11@imperial.ac.uk

In arbitrary tetrahedral meshes, the singularity at the crack front is captured by moving the midside nodes of tetrahedral elements near the crack front to the quarter-point position. This results in the introduction of a nonlinear mapping which reproduces a stress singularity along the crack front regardless of the shape and size of the tetrahedral elements. Using quarter-point tetrahedral elements circumvent the need of a fully structured mesh by pentahedral/hexahedral elements [1] which are difficult to generate, in particularly for complex multi-fracture geometries.

This paper also describes two novel tetrahedral-based methods for the computation of stress intensity factors (SIFs) from the finite element solution. First a direct approach based on the correlation of the displacements over the crack surface. This method is very simple, straightforward, and computationally cheap, which can be readily implemented and computes SIFs approximations with an average error of 2-3%. The second method is based on the domain integral approach [2]. The authors extended the domain integral approach to compute the interaction integral and $J$-integral using unstructured meshes. This is a very reliable and accurate method which computes SIFs with an average error of 1%. Figure 1 shows the variation of the SIFs computed by these two methods along the front of an inclined embedded penny-shaped subjected to uniaxial tension. Overall, these studies demonstrate that arbitrary tetrahedral meshes are reliable, efficient, and accurate for analyzing crack problems in the context of LEFM.
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Figure 1: The variation of normalized mixed mode analytical and numerical SIFs along the front of an inclined embedded penny-shaped crack with the inclination angle of $\beta = 45^\circ$ subjected to uniaxial tension. The results are computed from a displacement correlation approach in (a) and a domain integral method in (b).
Influence of Autocorrelation Length in Random Lattice-Particle Model
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The main objective of the paper is to describe the role of autocorrelation length of random strength field in lattice-particle model (Cusatis et al. [1, 2]). The original formulation of the lattice-particle model is extended with a random field used for modeling of spatial variability of tensile strength and fracture energy of inter-particle connections [3, 4]. The paper presents lattice-particle models of experimentally tested concrete specimens. The experimental data [5] summarize a series of three point bent concrete specimens of four different sizes with and without notch. The simulations reveal an interesting and clear dependence of the peak load on the autocorrelation length. Apart from the effect of the autocorrelation length on variability of the peak load, we show that the mean value of the peak load of unnotched specimens exhibit a significant decrease when the autocorrelation length is about equal to the size of the fracture process zone.
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Investigation into the rupture of the grains in an granular material in an oedometric loading and the fracture energy
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In this work we compared our experimental results with theoretical models which adopts the theory of brittle fracture Griffith (1921), for an oedometric path, and quantify the dissipation during loading and show the evolution of the amount of new fracture surface created during the rupture too, and explain the specific energy of fracture against the mineralogical nature of granular material and explain the contribution of different dissipation during confinement.

We experimentally demonstrate the appearance of the plastic work and also the relationship with the rupture rate, according to the Griffith theory (1921) plastic work is the energy expended in the opening of the crack, so we can justify use this theory for granular soil under oedometric load.

And also the development of new fracture surfaces is shown during a breakage process against its mineralogical types, and we happened to define specific fracture energy using different models based on different approaches.

And it was found that the specific fracture energy constant values during breakage and it depend on the mineralogical nature of the materials.

Key word: fracture, mineralogical, oedometric path, granular materials, dissipation.
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Due to the high ductility and fatigue strength, the ductile or nodular cast iron is widely used for many structural applications. Numerous investigations have been carried out during the past decades to determine influence of microstructure on the mechanical behaviour of this material under monotonic, cyclic and fatigue loading [1]. However, the literature regarding the dynamic mechanical behaviour of nodular cast iron is limited. This paper presents an experimental and numerical investigation of the dynamic elastoplastic damage behaviour of the nodular cast iron grade EN-GJS-400-18-LT. The experimental procedure includes static and dynamic tensile tests at different strain rates on the flat and cylindrical specimens, as well as three point bending tests. Thereafter, numerical modelling of deformation and failure process of the specimens is conducted by using non-isothermal elastoplastic damage constitutive model and two-dimensional plane stress finite elements [2]. During the experiment the displacement and temperature distribution on the specimens surface is measured by optical measuring system ARAMIS 4M and infrared thermography [1, 3]. This has enabled more precise calibration of material parameters in constitutive relations. In order to validate numerical model, an algorithm has been developed and implemented into the software script to automate the comparison of experimental and numerical data.
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Explicit simulation of blade cutting and through-the-thickness fracture in multi-layer, thin-walled structures
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This work is devoted to a finite element computational tool for the simulation of fracture propagation and blade cutting in multi-layer shell structures.

The thin-walled structure is discretized with eight-nodes solid-shell elements of the type developed by Schwarze and Reese [1] and based on reduced integration with hourglass stabilization. On the one hand, this choice allows for a simple implementation of fully three-dimensional constitutive behaviours and for the cohesive description of fracture phenomena, since solid-shell elements are formulated using displacement degrees of freedom only. On the other hand, the presence of different layers can be accounted for by stacking up one or more solid-shell elements per layer along the thickness.

Through-the-thickness crack propagation is described by means of a cohesive approach. Blade cutting is simulated using directional cohesive elements, as proposed in [4] and in [5], where the transmission of cohesive forces between the two flanks of the crack accounts for the interaction between the blade and the process zone. While the approach in [4] and in [5] was restricted to one-layer thin shells, in the present work crack propagation through the thickness of different layers is explicitly considered.

A conditionally stable explicit time integration is used to deal with the several nonlinearities involved in the problem, such as large deformations, contact, crack propagation and delamination. When a solid-shell discretization is adopted, the stable time step becomes very small, since it is governed by the element thickness, typically small if compared to its in-plane dimensions. This problem is overcome by implementing the selective mass scaling technique proposed in [2-3] for inertia dominated problems and extended to the case of multi-layer structures. According to this approach, the element mass matrix is locally modified to scale down the highest eigenfrequencies with small or negligible changes to the lowest ones. As a result, the stable time step is determined by the minimum in-plane size of the elements only, as for classical shell elements, without accuracy losses.

Benchmarks drawn from the literature on the dynamics fracture of shells are used to test the proposed numerical tool. Moreover, the procedure is applied to the simulation of the cutting of a thin-walled laminate used in the carton packaging industry.
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MS13: Multi-scale analysis
X-FEM based computational homogenization-localization for propagating discontinuities
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The aim of this research is to propose a continuous-discontinuous computational homogenization-localization framework to upscale micro-scale localization towards the onset and propagation of a cohesive discontinuity at the macro-scale. A fully coupled micro-macro solution strategy is presented, where the solution procedure for the macroscopic domain is based on the extended finite element method (X-FEM) [1, 2]. The proposed approach departs from classical computational homogenization, which allows to derive the effective stress-strain response before the onset of localization. Upon strain localization, the micro-scale is characterized by a strain localization band where damage grows and by two adjacent unloading bulk regions at each side of the localization zone. To allow for the strain localization band development within the microstructural volume element with minimal interference of the boundary conditions, percolation path aligned boundary conditions have been used, based on the projection of the boundary constraints in the direction of the developing localization band [3]. The micro-scale localization band is lumped into a macroscopic cohesive crack, accommodated through discontinuity enriched macro-scale kinematics. The governing response of the continuum with a discontinuity is obtained numerically based on proper scale transition relations in terms of the traction-separation law and the stress-strain description of the continuous surrounding material at both sides of the discontinuity.
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High toughness fibrillating interfaces in stretchable electronics – a multi-scale numerical and experimental analysis
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Fibrillating interfacial systems, such as large elastic-mismatch elastomer-metal interfaces that are typically used in stretchable electronics applications [1], can exhibit remarkably high values for the interface fracture toughness (i.e., \( G_c > 1 \text{kJm}^{-2} \)) [2]. During peeling of the copper film from the rubber substrate, rubber fibrillation is observed at the copper-rubber interface, as illustrated by the ESEM picture in Fig.1 [3]. The huge gap that exists between the microscopic adhesion energy and the reported macroscopic work-of-separation will be unravelled by means of multi-scale numerical and experimental analysis. This will ultimately lead to guidelines for engineering interfaces with superior macroscopic toughness values.

This contribution consists of two main parts. First, the contribution of fibril mechanics to the work of separation is quantified by means of a micromechanical model of a single fibril, in which the growth of a nucleated fibril up to the moment of fracture is described [4]. Given the large variation in measured stress-strain curves for rubber materials reported in literature, a small scale single fibril experiment is performed. Furthermore, the fibril fracture stress, which serves as the failure criterion in the model, is extracted from the experiment. The numerical results suggest that for the considered range of material properties, the work of separation is mainly influenced by the fibril fracture stress. In addition, the initial geometry has a profound influence on the obtained work of separation. It is concluded that the work of separation determined from the single fibril model is significantly larger than the intrinsic adhesion energy, yet it remains an order of magnitude smaller than the aforementioned values. Subsequently, a multi-fibril model is proposed to analyse the interaction between the fibrils as well as the interaction between fibrils and the adjacent bulk rubber. It is shown that the discrete nature of the fibrils, the material properties and the sequential failure of fibrils are of key importance in terms of the resulting macroscopic separation energy. A considerable amount of energy is stored in the bulk layer near the fibrils, which is dynamically released upon fibril failure and thereby...

*Present address: LMT-Cachan, 61 Avenue du Président Wilson, F-94235 Cachan Cedex, France
Figure 1: ESEM picture of fibrillation at the copper-rubber interface during peeling [3] contributes significantly to the work-of-separation. This observation provides a physical explanation for the high macroscopic toughness values, and emphasizes the limits of modelling fibrillating interfaces with a continuum approach.

Second, a multi-scale experimental analysis is presented to explain the characteristic features of the mesoscopic and microscopic delamination front. T-peel and shear-peel delamination tests are conducted with different copper roughness values. Interface characterization at the meso-scale was achieved by matching optical deformation movies to crack propagation simulations (employing a cohesive zone interface model), showing a notably low (macroscopic) mode angle dependency for both roughness types. Real-time in-situ high-resolution ESEM observations revealed that 30 \( \mu \text{m} \) -long fibrils are formed at the microscopic peel front. Detailed analysis of the fibril shape, distribution and evolution showed that fibril nucleation is caused by mechanical interlocking of the fibril basis in the copper roughness ‘valleys’, combined with cavitation at the roughness peaks. Post-mortem analysis (with a novel quasi-3D global DIC technique) revealed permanent fibril deformation to be negligible.
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Compelling issues in modelling concrete with recycled aggregates
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The use of recycled aggregates (RA) is very attractive from the point of view of reduction of concrete production costs. This kind of aggregates typically consists in steel production by-products or products of previous demolitions.

An extensive scientific research has been done on this subject over the last decades, namely concerning how the use of RA might influence the performance of concrete for different aims, not merely structural (e.g. radioactive shielding for nuclear purposes) [1,2]. The scope of this work is to illustrate the challenging aspects of RA modelling in concrete mixtures and formalize a procedure to cope with them.

To catch the behaviour at the mesoscale of such a composite material in terms of thermo-hydro-mechanical response [3] some compelling issues need to be addressed while modelling, first of all to give an accurate reproduction of the geometry of these aggregates, which is known to be quite complex. At this purpose the 3D laser-scanning technique has been adopted to acquire with fairly good approximation the external irregular surface of some sample aggregates coming from previous demolition, which are characterized by a natural aggregate (NA) partially surrounded by a variable amount of old mortar (M). Starting from the external surface the whole inner volume has been reasonably distinguished into NA or M, based on continuity requirements for the splines describing the external surfaces, in order to discretize it in space and carry out FEM analyses on a concrete sample made of such kind of aggregates.

Fig.1: Configuration of a typical RA from previous demolition a), 3D laser scanner output b), graphical elaboration into surfaces (tessellation) c), 3D geometrical FEM model d).
Secondarily, a specific mechanical constitutive behaviour must be carefully calibrated for each phase of the composite: concrete paste, natural aggregate, mortar, interfacial transition zone between cement and aggregate. A specific damage-plasticity formulation has been developed in this sense to reproduce the softening behaviour encountered in prismatic specimens made with recycled aggregates of this kind under uniaxial compression tests.
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Multiscale Schemes for Modelling Fracture in Soft and Brittle Materials under Impact
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A computational homogenization scheme is presented to model heterogeneous materials under impact loading for brittle and soft materials. In the computational homogenization method the overall properties at the macro-scale can be obtained by solving a boundary value problem for a representative volume element (RVE) assigned to each material point of the macro-scale model. Under impact loading, the wave length of propagating waves may be comparable to the size of the RVE and wave reflections at local-scale material interfaces then cause wave dispersion. In order to model dispersion effects using a computational homogenization scheme, one has to account for the inertia forces at the local-scale. However, performing a dynamic analysis at the local-scale results in spurious wave reflections at the RVE boundaries.

In order to avoid these wave reflections at the RVE boundaries, the local-scale model is solved as a quasi-static problem while a dynamic analysis is performed for the global-scale model [1]. Dispersion effects in the bulk material caused by reflection of the wave at the local-scale material interfaces are captured by accounting for the inertia forces at the local-scale model via a so-called dispersion tensor which depends on the heterogeneity of the RVE [1, 2]. When strain localization occurs, a continuous-discontinuous computational homogenization method [1] is employed to obtain the traction-separation law for macro-cracks using averaged properties calculated over the damaged zone in the RVE. An updated Lagrangian formulation is used at both global-scale and local-scale to account for large deformations/large strains for soft materials. Numerical examples for various loading frequencies, loading rates and hard/soft materials are given and the multi-scale model results are compared to direct numerical simulation results which show a good agreement. The objectivity of the multi-scale scheme with respect to the RVE size is also examined.
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Computational homogenization of fracturing continua using weakly periodic boundary conditions
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Computational homogenization of elastic media with propagating cracks is studied, whereby crack propagation is modeled with the eXtended Finite Element Method (XFEM) and the concept of material forces. More precisely, the aim of this work is to study computational homogenization of a material with propagating cracks prior to localization. To this end, the effective stress and strain in the microstructure are computed by homogenizing the response of a Statistical Volume Element (SVE). When choosing suitable Boundary Conditions (BCs) on the SVE, it is important to notice that classical choices (Neumann, Dirichlet and strong periodic) are problematic if cracks intersect the SVE boundary. To overcome the deficiencies of classical boundary conditions and allow for non-periodic meshes, we employ a weak format of micro-periodicity based on the work by Larsson et al. [1].

We consider homogenization of an SVE occupying the domain $\Omega_{\Box}$ with the external boundary $\Gamma_{\Box}$ and internal boundaries representing micro-cracks that may propagate. Following Larsson et al. [1], we may evaluate the response of a single SVE by solving the following problem:

Find $u \in U_{\Box}$ and $t \in T_{\Box}$ such that

$$\frac{1}{|\Omega_{\Box}|} \int_{\Omega_{\Box}} \sigma : \epsilon [\delta u] \, dV - \frac{1}{|\Omega_{\Box}|} \int_{\Gamma_{\Box}} t \cdot \delta u \, dS = 0 \quad \forall \delta u \in U_{\Box},$$

$$- \frac{1}{|\Omega_{\Box}|} \int_{\Gamma_{\Box}} \delta t \cdot u \, dS = - \frac{1}{|\Omega_{\Box}|} \int_{\Gamma_{\Box}} \delta t \cdot \bar{\epsilon} \, dS \quad \forall \delta t \in T_{\Box},$$

(1)

where $\sigma$ is the Cauchy stress, $\epsilon [u] \overset{\text{def}}{=} (u \otimes \nabla)^{\text{sym}}$ is the small strain tensor and $t$ is the traction on the boundary. In standard fashion, we may then determine the relation between the effective stress and strain, given by $\bar{\sigma} = \frac{1}{|\Omega_{\Box}|} \int_{\Omega_{\Box}} \sigma \, dV$ and $\bar{\epsilon} = \frac{1}{|\Gamma_{\Box}|} \int_{\Gamma_{\Box}} u \otimes n \, dS$, respectively.

The weak form of the SVE problem above is solved using an XFEM approximation to account for displacement discontinuities. Following standard procedures...
(see e.g. the review in [2]), Heaviside enrichment is used in elements completely cut by a crack whereas elements containing a crack tip are enriched with asymptotic functions. To facilitate modeling of propagating cracks, we combine XFEM with the concept of material forces, see e.g. [3].

Combining weakly periodic boundary conditions with XFEM and the concept of material forces allows crack propagation in the microstructure to be studied, see Figure 1 for an example showing the response of a single SVE. By varying the traction approximation, different boundary conditions ranging from Neumann to strong periodic can be realized. Using this framework, we aim to identify a suitable boundary condition on the SVE in the presence of propagating cracks. Preliminary results indicate that a piecewise constant traction approximation, with traction discontinuities where cracks intersect the SVE boundary, is effective in terms of convergence with increasing SVE size. In addition to these preliminary studies, further investigations of the potential of using these boundary conditions for the modeling of fracturing microstructures have been conducted. The results of these investigations will be presented at the conference.

Figure 1 – Microstructure simulation example.
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3D dislocation dynamics simulation of crack shielding and blunting in FCC metals
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Subjected to low-amplitude cyclic loading, ductile crystalline solids like FCC metals undergo plastic strain localisations, which may lead to the formation of cracks and subsequent fracture. Experimental evidence shows that crack growth and propagation at low stress intensity strongly depends on the microstructural behavior and characteristics of the material. Among the mechanisms involved, the interactions of the dislocations with the stress concentration ahead of the crack-tip (plastic zone) seem to play a decisive role. Two main phenomena are of interest:

- The shielding effect due to the increase or decrease of the stress acting on the crack surfaces due to the dislocation microstructure developing around the crack tip.
- The blunting effect induced by the emission or absorption of dislocation loops at the crack tip.

Modeling these phenomena is a long-standing and complex problem. So far, existing models are essentially 2D [1, 2, 3] and only few attempts in 3D have been made [4, 5]. 3D dislocation dynamics (DD) simulations are then needed to quantitatively investigate the plastic deformation restraining crack propagation through shielding and blunting mechanisms. Only in 3D the influence of crystal symmetry, exact slip system activity and thermally activated processes like dislocation cross-slip can be precisely taken into account.

To model this complex boundary value problem, the Discrete-Continuous Model (DCM) [6] is used to reproduce the interactions of realistic dislocation microstructures with a short sharp initial crack. Several crack orientations are studied in a Cu monocrystal. Analyses of the respective slip system activity in the plastic zone and the evolution of the shielding and blunting mechanisms at the crack tip are presented. These results are of particular interest for the development of dislocation density based models of crystal plasticity devoted to the complex problem of crack growth in fatigue. To evaluate the strain energy release around the crack tip and to quantify the fracture energy for the crack to propagate, a G-theta integral method is tested on the MDC calculations [7].
Results using the MDC methodology are then compared to Crystal Plasticity Finite Element (CPFEM) simulations using a constitutive laws [8] we optimized to model Cu Single crystal plasticity. Strengths and weaknesses of both approaches are discussed.
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Numerical simulation of damage patterns in brittle materials under thermo-mechanical loading
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Ceramic materials, for example refractories, initially contain a multitude of defects such as voids, microcracks, grain boundaries etc. Particularly being exposed to high temperatures and loaded by thermal shocks, the macroscopic properties such as effective compliance, strength and lifetime are essentially determined by microscopic features of the material. The deformation process and failure mechanisms are going along with the creation of new microdefects as well as their growth and coalescence. A brittle damage model based on multiscale considerations and homogenization procedures is presented. Simple defects like idealized straight cracks or statistically distributed cracks with different orientations are homogenized analytically and integrated into a finite element (FE) framework. More sophisticated models including e.g. grain boundaries have to be implemented in representative volume elements (RVE) and treated numerically. For linear reversible processes the effective properties, e.g. effective elastic constants, may be determined from RVE simulations being decoupled from the global boundary value problem. If damage or other irreversible processes are involved, a fully coupled multiscale FEM-simulation is inevitable. In order to properly model the thermo-mechanical coupling, the temperature-dependence of material constants is taken into account. Moreover, fracture and damage mechanical approaches are combined based on a single approach. Thus, interactions of macroscopic crack tips and microstructural features can be taken into account. Numerical examples reveal fatigue damage patterns under repeated thermal shocks finally leading to a failure of the structure.
Multiscale modelling of propagating fracture in quasi-brittle materials: a continuum approach
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The work presents an approach to computational multiscale modelling of material failure using finite element analysis at two material scales (FE2). Its goal is beyond the simple computational homogenization, and it aims at inserting the resulting, non-smooth, homogenized constitutive model into a computational scheme for modelling the onset and propagation of the material failure at the structural macro-scale. In this context, the main features of the approach are the following:

- Extends the homogenization paradigms for smooth problems —typically the Hill-Mandel principle and the stress/strain homogenization procedures— to non-smooth problems, with no fundamental changes.
- In both scales, a continuum (stress-strain) constitutive relationship is considered, instead of the most common discrete traction/separation-law, this contributing to provide a unified setting for smooth and non-smooth problems. This is achieved by resorting to the Continuum Strong Discontinuity Approach (CSDA) to material failure [1].
- As for the multiscale modelling issue, it involves a crucial additional entity: an internal (or characteristic) length, which is point wise obtained from the geometrical features of the failure mechanism developed at the lower scale. As a specific feature of the presented approach, for the non-smooth case this internal length is exported, in addition to the homogenized stresses and the tangent constitutive operator, to the macro-scale, and considered the bandwidth of a propagating strain localization band, at that scale.
- Consistently with this internal length, a specific computational procedure, based on the crack-path-field and strain injection techniques, recently developed by the authors [2] is then used for modelling the onset and propagation of this localization band, at the macro-scale.
Representative simulations show that the resulting approach provides mesh objective results with respect to, both, size and bias of the upper-scale mesh, and with respect to the size of the lower-scale RVE/failure cell. The continuum character of the approach confers to the formulation a minimally invasive character, with respect to standard procedures for computational one-scale homogenization and modelling of propagating material failure. The issue of reducing the computational cost using High Performance Reduced Order Modelling (HP-ROM) techniques is also considered.
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3D Fracture Simulation in Porous Graphite
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Synthetic graphites have a system of pores with spatially complex shapes. There are various types of industrial synthetic graphites; for example Gilsocarbon forms the moderator in the UK nuclear Advanced Gas Reactors (AGR) and is used here as a model material. Gilsocarbon consists of filler particles with millimeter size and a matrix that comprises pitch binder and ground filler particles; it has a characteristic pore size distribution ranging from a few nanometres to several millimetres. The total porosity of Gilsocarbon in the as-manufactured or “virgin” state is approximately 20%, and is changed gradually during reactor operation by the combination of fast neutron irradiation and radiolytic oxidation. The porous structure of a brittle material, such as graphite, greatly influences its strength and fracture behaviour, and a microstructure-sensitive model, reflecting the key parameters of the real microstructure, is necessary to fully evaluate and predict the effects of the evolving porosity. The considerable range of the pore sizes in synthetic graphites requires the creation of a model over different length scales, involving several modeling techniques simultaneously.

An original method of elastic stress calculation has been developed based on the cellular automata (CA) technique, which allows the efficient estimation of the stress concentrations in a material with any 3D shapes of pores. The method considers the cells corresponding to the pores and solid as local elements with different properties; the cells corresponding to the solid matrix are denoted as inactive elements of the structure, and the cells of pores are active elements. The stress field generated by each active element is computed using elasticity theory for the stress around a void; linear elastic fields have been assumed at this stage, but the model is applicable to non-linear elastic and elastic-plastic fields. The total stress field in the porous structure is obtained as a superposition of elastic stress fields generated by all cells with the active state. Periodic boundary conditions were adopted in a 3D model. The approach assumes that configuration of inactive elements in the CA lattice can be random; this allows the calculation of the stress distribution around the pores with arbitrary shapes. The results have been calibrated with the analytical solution for an infinite volume with a central spherical void; the stress concentration factors obtained for non-spherical pores have been validated against the analytical solution for the stresses at the boundary of an ellipsoidal cavity of arbitrary aspect ratio [1]. The CA model is shown to be sufficiently accurate in comparison with a solid finite element model of the same resolution, and is very computationally efficient, being at least one order faster than a finite element model of the same level of discretisation.

This efficiency is required for the simulation of the effects of microstructure on fracture initiation and propagation, which is done using a CA fracture algorithm. Any
arbitrary criterion of crack initiation can be applied after the calculation of the stress value in each cell of the model; those cells falling under this criterion are marked as cracked. Recalculation of the stress distribution, taking into account the cracked cells as active cells, is then performed for the damaged microstructure.

The CA model has been applied to a microstructure description obtained from 3D computed X-ray tomography images of virgin Gilso-carbon, collected at Diamond Light Source (experiment EE8519) with a resolution of 1.8 μm/voxel. The properties of the matrix and filler particles were both simulated, using segmented images of the microstructures to describe their porosity; fracture of the simulated volumes was then modelled under uniaxial loading using a critical strain energy release rate criterion. For comparison, synthetic microstructures were created with pores of different shapes, including spherical, ellipsoidal, and arbitrary shapes, to assess their relative effects on material strength. The effects of progressive growth of pores, approximating radiolytic oxidation, was also examined.

This analysis demonstrates the utility of the CA model, which is here used as an independent technique to simulate the strength of porous microstructures, finding that that failure stress distribution becomes less scattered as the mean strength value decreases with increasing porosity. The CA model can be combined with multi-scale methods to simulate fracture nucleation and propagation by providing the stochastic properties of the components of a heterogeneous microstructure for a Cellular Automata Finite Element Method [2] that simulates the failure of test specimens and components of different geometries.
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Crystal plasticity model for describing fatigue of a lead-free solder under passive temperature cycling
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Solder joints used in power modules for electric vehicles are subjected to severe stresses caused by thermal cycling. The latter occurs in the course of environmental temperature changes (passive cycling) and/or power variations (active cycling). The resulting lifetime of the solder material is thus largely function of the level of these stresses. In general, the solder layer possesses a very small thickness on the order of a few grains, resulting in a critical dependence of the system performance on the micromechanical behavior of the solder joint. Parameters such as grain size, crystallographic orientations or grain boundary strength play a significant role in the overall response of the system. This suggests considering a multi-scale approach to describe accurately the microscopic mechanisms related to deformation and failure of the material. In this study, a finite element model, based on crystal plasticity as developed in [1], is used to study the fatigue of a solder joint integrated in a complete IGBT (Insulated-Gate Bipolar Transistor) module.

Due to the heavy computational cost that the multi-scale approach implies, the submodeling technique is employed to model only the zone of interest while accounting for the exact boundary conditions. To do this, a macroscopic simulation of the whole package is first carried out; then the zone of interest is extracted and meshed finely so that its microstructure is explicitly reproduced. In the global simulation of the whole system, the viscoplastic model of Anand is used for the solder material and the IGBT package is subjected to passive thermal cyclic loading. The finite element results are analyzed in order to obtain not only a first evaluation of the complete joint response, but also the boundary conditions, in the stabilized cycle, for the driven nodes of the submodel. In the local simulation, these driven nodes, matching the results from the global model, allows to compute more precisely the submodel, which is taken as a reduced assembly.
consisting only of the chip, the solder and the substrate. In this submodel, the critical zone of the solder material is meshed at the level of grain microstructure. The needed crystal plasticity parameters were identified with the help of the Berveiller-Zaoui homogenization scheme [2] using experimental macroscopic data. Finally, the accumulated plastic slip in the solder material is estimated and used in a low-cycle fatigue law of Coffin-Manson type [3] to predict the number of cycles to failure for the given loading.
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Computational modeling of molecular discrete systems: the role of nonlocality on flaw-tolerance
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Long-range interactions can be investigated at the micro- and nano-scales according to discrete models, like the lattice beam model by van Mier [1] and coworkers, or the Born models [2], able to catch phenomena for which continuum descriptions break down. Nowadays, the high computational power and development of open source software make possible simulations of wide scalable systems, in which the laws of motion and the mutual interactions among up to million particles (or molecules) are governed by highly nonlinear interatomic potentials. This is the case of Molecular Dynamics (MD), in which a large set of differential equations are solved using explicit time integration techniques with a reduced computational cost.

In this work, it is proposed an evaluation of nonlocality effects related to molecular interactions within a regular periodic hexagonal 2D discrete system with or without flaws, comparing two different computational approaches applied to the same geometric scheme.

The former is a displacement-based finite element (FE) formulation [3] for large displacements, in which the force field used to take into account both bonded (local, chemical) and non-bonded (nonlocal, physical) contributions to the system energy is based on a modified Lennard-Jones potential in which both compressive and tensile fields are not limited by a cut-off interaction distance. Links are represented by nonlinear spring elements, whose stiffness is conditioned not only by the nearest neighboring atoms but also by the subsequent atoms or rather parts of molecules. Definitely, the nonlocality can be quantified through a dimensionless index, expressed as the ratio between the length of a link joining two neighboring atoms and an hypothetical imposed cut-off radius at which pairing mutual interactions among atoms almost vanish. Allowing an increase of this index corresponds to consider an interatomic force vs. distance relation with a smooth decay far from the origin leading to a wide redistribution of forces inside the system.

The latter is an evolution of the previous model according to the theory proposed in [4], in which a 4-nodes elements was defined to simulate the interactions among atoms governed by a DREIDING force field [5]. The original simulation is then extended to dynamics and implemented in the finite element analysis programme FEAP [6] by the
present authors. In this approach, the same sample is modeled according to a pure Molecular Dynamics (MD) formulation numerically solved in the software LAMMPS [7]. The considered systems of molecules are subjected to a uniaxial tensile test and their response based on the previous proposed models are simulated depending on the considered range of nonlocal interaction of the system. For both of them, the capacity of the system to tolerate flaws is evaluated by examining the statistical redistribution of forces in the underlying network, in order to understand the features of the redistribution mechanisms occurring in nonlocal discrete systems in the presence of defects.
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A Concurrent Parallel Multiscale Algorithm for Large 3D Continuum/Atomistic Simulations with Applications to Dislocations
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Deformation and fracture processes in engineering materials often require simultaneous descriptions over a range of length and time scales, with each scale using a different computational technique. Here we present a high-performance parallel 3D computing framework for executing large concurrent multiscale studies that couple an atomic domain, modeled using molecular dynamics, and a continuum domain, modeled using explicit finite elements. The coupling is achieved with the robust Coupled Atomistic/Discrete-Dislocation (CADD) method. The key features here are the extension to 3D and, moreover, an implementation within the parallel molecular dynamics code LAMMPS that enables use of all the tools associated with this popular open-source code. As an example, we show the application of our multiscale method by discussing robust results obtained from an atomic scale analysis of the dislocation line tension with two distinct interatomic potentials and demonstrating an effective Peierls Stress applicable to curved dislocation structures. Our multiscale method allows us to reproduce the results of extremely large atomistic simulations at a much lower computational cost, thus enables us to remove the finite the size effects normally influencing small finite-size atomistic simulations.
Determination of the Effective Fracture Behavior of Heterogeneous Materials by a Phase Field Approach
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The study of fracture in heterogeneous composite materials is a difficult topic since macroscopic failure is usually accompanied by various fracture events on the microstructural level. Cracks do not necessarily propagate continuously but may be arrested, deflected or even bifurcated at obstacles like material interfaces. Crack kinking, branching, and the nucleation of new micro cracks lead to complicated fracture patterns. In this work, we study the fracture behavior of composite materials by means of a phase field model for fracture which is based on the regularized variational formulation of brittle fracture from [1]. The phase field approach is especially suitable in this context, because it provides a holistic description of fracture that is able to reproduce all of the mentioned phenomena and allows a comparably convenient discretization with finite elements. A similar fracture model was used in [2] in an effort to determine the homogenized effective fracture resistance of composites. The proposed definition of the effective fracture resistance is based on the evaluation of the far field $J$-integral while a crack propagates through the composite. In the present work we review this approach using the concept of configurational forces within the phase field fracture model. This ansatz enhances the understanding of the effects of the microstructure on the far field $J$-integral because it provides an intuitive visualization of the different contributions to this anticipated macroscopic quantity. Regarding the determination of the effective fracture resistance, also the interplay of the far field and the near tip $J$-integral is of interest, see [3]. Given a proper separation of scales between the phase field regularization length and the structural dimensions of the composite, the configurational forces in the vicinity of the crack tip provide insight into the local driving mechanisms of crack propagation, i.e. the near tip $J$-integral. The analysis of these local crack driving forces is relevant to understand crack arrest at material interfaces. It is found that this crack arrest and subsequent re-nucleation has a crucial impact on the observed far field $J$-integral. Thus, the crack nucleation stress which is directly linked to the regularization parameter of the phase field model (see e.g. [4]) plays an important role.
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Fracture initiation in multi-phase materials: a micromechanical approach
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Multi-phase materials are used in many modern engineering applications. For instance in the automotive industry many structural components are manufactured using dual-phase steel. In such applications a compromise is made between strength and ductility to maximize the structural integrity of the car body while minimizing the weight, but at the same time ensuring formability. Multi-phase materials provide both strength and ductility by combining two phases with distinct mechanical properties at the level of the microstructure (i.e. the level of individual grain in dual phase steel). Generally these materials consist of a comparatively hard but brittle inclusion phase embedded in a soft but ductile matrix.

The mechanical response (elasticity and plastic hardening) is reasonably well understood, and can be predicted using models with varying degrees of complexity ranging from the analytical rule of mixtures to numerical models. However the failure of such materials is less understood. Several authors have studied failure of multi-phase materials (for example [2, 4, 6]), but very few perform a systematic study. Kumar et al. [4] use a statistical reconstruction of the microstructure to identify the critical configuration for the onset of fracture. In addition, De Geus et al. [1] identify the average microstructure around the onset of fracture of the soft and ductile matrix phase.

In the current article the initiation of ductile fracture of the soft phase and brittle fracture of the hard phase is considered at the same time, using a numerical model. Damage indicators for both phases are used that are taken from the literature and are based on experiments (see [5]). The competition between these two fracture initiation mechanisms is studied for different macroscopic stress states characterized by the triaxiality. An idealized microstructural model is used in the form of a volume element in which the hard and soft phase are randomly distributed. A large ensemble of these volume elements is used to limit the effect of statistical fluctuations. The initiation of macroscopic fracture is determined from this ensemble, rather than from a single microstructural volume element.

It is observed that the strain at which macroscopic fracture initiates decreases with increasing applied triaxiality. In contrast to common ductile materials however a rapid decrease of fracture strain is observed above a certain critical value of triaxiality. By considering the damage indicators of the phases separately it is found that this rapid decrease in fracture strain is caused by a transition from fracture initiation dominated by the soft
phase at lower triaxialities to fracture initiation dominated by the hard phase at high tri-
axialities. A similar observation is made experimentally by Hoefnagels et al. [3]. In this
article, the competition is studied for a large range of phase contrast and volume fractions.

The average microstructure around the initiation of fracture is calculated at different
values of triaxiality. Figure 1 shows the average phase around fracture initiation in the
center (a) for a low triaxiality at which the fracture initiation is dominated by the soft phase
and (b) for a high triaxiality at which it is dominated by the hard phase. A negative value
may be interpreted as soft phase, a positive as hard phase, while a zero value corresponds
to no preferential phase. The results show a remarkable similarity between both fracture
initiation mechanisms. The average distribution comprises a band of hard phase in the
direction of tensile strain is interrupted by bands of soft phase in the direction of shear.

![Figure 1: The average microstructure around the initiation of the fracture (a) when only
soft phase damage is considered and (b) when only hard phase damage is considered.
Negative values (gray) may be interpreted as on average soft phase, positive values (red)
as on average hard phase. Pure shear is applied using a tensile strain in horizontal direction
and a compressive strain in vertical direction.](image)
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Compressive failure of composites:
A computational homogenization approach
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In nonlinear computational homogenization, two continuous models are nested, which permits to introduce constitutive laws only at the local level. We discuss these double scale modeling’s especially when there is a bifurcation at the local level. It has been early established [1] that a local bifurcation is strongly connected to a macroscopic loss of ellipticity and therefore, leads to an illposed problem. Such double scale models have been solved by finite element discretizations at both levels (the so-called FE² method); see Fig. 1.

This concurrent model has been applied for long fiber composites [2] by introducing a basic cell whose length is an assumed known microbuckling wavelength. The corresponding instability depends on micro quantities such as fiber waviness or matrix nonlinear behavior, but also of on macro quantities such as plate thickness or loading type. The FE² method permits to analyze these double scale instabilities in a coupled and concurrent manner.

The loss of ellipticity at the macroscopic level yields an obvious failure criterion that has been compared with the shear band approach of [3]. The two approaches lead to very close failure predictions, but contrarily to the shear band approach, the double scale ellipticity requires a single constitutive assumption.

Nevertheless, the model fails after this macroscopic loss of ellipticity, where the response becomes mesh dependent. Hence, a generalized continuum approach is necessary to predict the behavior close to the failure. Various possibilities will be discussed, for instance the second order homogenization of [4]. Here, we shall prefer to apply at the local level a projection technique similar to Lyapunov-Schmidt method. This permits to have a unique solution of the microscopic problem. Various examples
will be discussed, especially beam bending benchmarks; see Fig. 2 and 3. One observes that the appearance of micro-buckling coincides with the loss of ellipticity (point B) and also with the prediction of the shear band criterion.

![Fig. 2](image)

Fig. 2: (a) Geometry and boundary condition of the macroscopic problem (a bending test); (b) The basic cell with an imperfection of amplitude $v_0$.

![Fig. 3](image)

Fig. 3: (a) The load-displacement diagram; (b) Deformed shapes of microstructure; (c) Macroscopic stress-strain diagram.
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Fracture of light alloys with unimodal and bimodal grain size distribution: Multiscale simulation
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Multi-scale computational approach was used for the investigation of damage accumulation and fracture of light titanium, aluminium and magnesium alloys under tension and compression at quasi-static and dynamic loading.

Modified smooth particle hydrodynamics (SPH) method was used for the simulation of grains system on mesoscale level. 3D models of alloys structured representative volumes (RVE) takes into account the influence of unimodal and bimodal grain size distributions, and textures on mechanical properties of alloys.

Fracture of alloys under dynamic loading has probabilistic character and depends on volume concentrations of small and coarse grains. It was found the damage increase at mesoscale level and strength threshold depends on grain size distribution and grain orientations.

Formation of mesocracks can be described as creation a cluster of fractured particles at micro scale level. The increase in ductility of light alloys under quasi-static tension occurs when specific volume of coarse grains is greater than 30 %. The increasing of the macroscopic shear strength and the spall strength of UFG light alloys under growth of strain rates depend not only on the average grain size but a distribution of grain sizes. Fine precipitates in alloys not only affect the hardening but also lead to change the influence of the grains size distribution on volume concentration of shear bands.
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Double scale approaches for the behaviour of a clay rock: full field measurement and FE$^2$ model for hydro-mechanical coupling
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In the engineering of rocks, macroscopic behaviour results from mechanisms of deformation at several smaller scales. A complex example is presented by clay rocks, e.g., in the context of nuclear waste storage. Clay rock structures, and thus the mechanisms of deformation, involve different structures across a wide range of scales (from nm to mm), including clay platelets, clay aggregates, mineral inclusions and cracks. These structures and their interactions determine the instantaneous and long term behaviour of the material and its ability to act as a fluid barrier and thus ensure containment of stored waste. As the permeability is influenced by mechanical alteration of the material, the coupling between hydraulic and mechanical behaviour of the host rock is an important factor. This hydro-mechanical coupling on the engineering scale, more especially the permeability change, is controlled essentially by deformation and cracking at the scale of mineral inclusions. In this context, both an experimental full-field characterization of the deformation at two scales in the clay rock and a double-scale hydromechanical model were developed. In this last, a macro scale is defined at engineering level and a micro scale at the material level [1]. The micro scale computations on a representative elementary volume (REV) provide the local material behaviour for the macro scale. Finite element methods are used to solve both the microscale and the macroscale problem using the so-called finite element squared (FE$^2$) method by computational homogenization.

For the experimental characterization, mechanical tests were performed in situ in the nano-tomography beamline ID19 of ESRF (Grenoble). A compression in triaxial conditions at three levels of confining pressure (from 5 to 20 MPa) was applied on small specimens (1.3 mm diameter and 2.5 mm height), with a voxel size of 0.7 µm. Digital image correlation (DIC) in volume was used to measure the increment strain tensor fields between different loading steps of tests. The overlapping of the DIC strain fields on the microstructure allows to identify the mechanisms of deformation at the scale of mineral inclusions (a few ten microns size).

Concerning the double-scale model, on the macro level, a poromechanical continuum under quasi-static assumption is defined. To obtain objective (mesh independent) results for strain localization problems, an enriched macroscale continuum
is needed that introduces an internal length in the constitutive law. A local second gradient poromechanical continuum is used [2]. It allows to decompose the constitutive relation in a classical one (stress-strain relation), and a second gradient part that links the second gradient of displacement to its dual term, a double stress. The double-scale model is associated to the classical part, while a phenomenological elastic relation is chosen for the second gradient part of the constitutive relation and implicitly controls the internal length of the model.

On the micro scale, a model for hydromechanical coupling is used for REV with periodic condition, in which elastic solids are separated by cohesive interfaces. The interfaces form a pore channel network that is fully saturated with a compressible fluid. Fluid transport (assumed laminar) is controlled by the conductivity of the channels that depends on the interface openings, and the fluid pressure distribution. A linear-elastic constitutive law is used for the solids, degradation of the material is concentrated in the interfaces. Cohesive forces between the solid grains act normally and tangentially to the interface orientation as a function of the history of respectively the normal and tangential relative displacement of the opposite interface boundaries. Fluid pressure within the interfaces leads to fluid normal forces acting on the solid grains. Boundaries conditions of the periodic REV follow from the macro state variables (displacement gradient, pore pressure and pressure gradient). Reversely, considering a balanced REV, the macro responses (stress and fluid flux and mass) are founded by homogenization as averaged values. The consistent tangent stiffness matrix which is used to solve the linearized macro problem is obtained by homogenization. The computational homogenization by static condensation developed for purely mechanical problem [3] has been extended to hydro-mechanical problems [4, 5].

While such numerically homogenised models allow introducing complexity (anisotropy, damage, history of the loading, hydro-mechanical coupling, non-linear rate response), the challenge will be their identification. The experimental characterisation of the mechanisms of deformation will be a fruitful way to go further.
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A Multiscale Formulation for Cohesive Fracture Analysis
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The contribution presents a multiscale formulation addressed to evaluate cohesive model developed for fracture problems. The multiscale methodology can be categorized as a semi-concurrent model, which uses a Representative Volume Element (RVE) to determine the cohesive forces at the macroscale.

A variational multiscale formulation of the methodology has been previously presented by the authors ([1]). It has been shown there that the approach provides objective macroscale cohesive forces with respect to the microcell size, even after the onset of the strain localization process observed at the macroscopic scale.

Subsequently, the formulation has been generalized and improved in three aspects: 1) cohesive surfaces are introduced at both scales of analysis; they are modeled with strong discontinuity kinematics. New equations describing the insertion of the macroscale strains, into the micro-scale and the posterior homogenization procedure are considered ([2]); 2) extension of the formulation to model elastoplastic large deformation problems. 3) the computational procedure and numerical implementation have been adapted to the improved formulation; The first and second points are emphasized here, while the third one is briefly summarized in this contribution.

The methodology is numerically assessed through a number of simulations. Typically, quasi-brittle concrete fracture problem are modeled. The numerical simulation adequately captures the material degradation phenomenon at the mesostructural level, which induces the activation of cohesive surfaces at the structural scale.
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When applying multiscale computational homogenization for the constitutive modeling of ductile materials with microscopic voids, the macroscopic stress triaxiality ratio and Lode angle are crucial parameters to be controlled. The basic aim of the homogenization procedure is to model the macroscopic response by accounting for the main features of the material behavior at the microstructural level. The bridge of scales is conducted by firstly constructing the equivalent constitutive response of the so called Representative Volume Element (RVE) of the microstructure. The RVE constitutive response is constructed by incrementally imposing a displacement field to the RVE faces such that prescribed values of the macroscopic stress parameters are kept under control. However, in order to preserve the constitutive response in correspondence to each set of prescribed values for triaxiality ratio and Lode parameters the evaluation of the imposed boundary displacement field requires a specific nonlinear procedure. In this work we propose a numerical nonlinear procedure to construct the RVE constitutive response by exploring both arc length technique and tangent stiffness concepts. The resultant algorithm is based on a prediction-correction strategy. Accordingly, at each step, the initial prescribed displacements applied to each RVE faces are iteratively corrected in order to verify the prescribed values of the macroscopic stress parameters. To simplify the numerical analyses, a cubic RVE with a spherical void at its center is hereby considered. The constitutive response of the material around the void is assumed as elastoplastic von Mises material with isotropic hardening. The equivalent RVE constitutive responses are constructed for different combinations of triaxiality ratio and
Lode angle, so that their influence can be noticed. In addition, the evolution of the plastic strain distribution is represented to put in evidence the onset of strain localization. The numerical results presented shown the effectiveness of the strategy proposed.
The traditional multiscale approach couples two models operating at different scales. An alternative modelling strategy, called peridynamics originally developed by [1], is to continualize the molecular dynamic models, thus replacing inhomogeneities present on smaller length scales by an enhanced continuum description on larger length scales resulting in a nonlocal reformulation of continuum mechanics. Peridynamics is a single multiscale model valid over wide range of length scales and can be considered as an upscaling of molecular dynamics. Therefore peridynamics models should recover the same dynamics and preserve all characteristic properties of molecular dynamics, which are lost by classical continuum mechanics models. The advantage of the peridynamic models is that they can be solved more cheaply than the corresponding molecular dynamic models. Peridynamics is a generalized continuum theory employing a nonlocal model of force interaction. Each material point interacts with its neighborhood within a sphere, called the horizon that serves as an internal length scale in the model. The interaction between the material points is described by a bond force which is not an electrostatic force but can be related to the strain energy of classical continuum mechanics.

Nanoindentation is useful experimental method to characterize the micromechanical properties of materials and have been used to determine elastic and plastic properties, such Young’s modulus and hardness of the material from force-displacement curves. At the nanoscale molecular dynamic models are often used. For many but the smallest systems, molecular dynamic models are computationally too expensive, whereas classical continuum mechanics models not accurately can resolve microscale phenomena. The objective of this study is to employ peridynamics theory and to simulate nanoindentation using LAMMPS [2], with a spherical indenter targeting a copper film. The aim is to show how this approach can be used at the nanoscale. At the nanoscale, the copper coating is modeled as a thin rectangular plate, with the bottom particle layers locked and periodic boundary conditions are applied. Elastic and plastic behaviors are investigated. The force-indentation curves at different load levels have been studied in [3]. From such curves the Young’s modulus and the hardening of the material are typically extracted. The deformation is studied for different indentation depths showing a realistic distribution of the particles in agreement with result obtain from MD, including formation of slip patterns below the indenter and typical pile-up effects.
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A Multiscale Approach to Fracture in Brick-Mortar Masonry Composites
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This study focuses on the fracture behavior in heterogeneous masonry composed of clay brick units that are bonded by mortar joints. There are three main levels of observation to deal with the layered material system in which adhesion of brick-mortar interfaces plays a critical role in fracture initiation and inter/intra fracture propagation in the brick and mortar material system. At the micro/meso level of observation the disparate fracture processes are governed by the mismatch of the constituent properties which introduce curious interactions such as tension in the stiffer brick units under far-field compression which is a remarkable feature of the so-called prism test. In contrast, the so-called triplet test of double lap shear leads to delamination of the brick and mortar interfaces and finally to fracture of the stronger brick substrate. The so-called wrench test is used to evaluate the tensile capacity of adhesive bond that governs separation of bricks from their adherent mortar bed joints. Thereby tension experiments indicate that adhesive debonding is not necessarily a surface dominated process when porous clay bricks are bonded to cement-based mortars.

The paper includes experimental observations of the different fracture processes which are interpreted at the micro-, meso- and macro-scale levels of observation in form of (i) fracture-informed lattice models, (ii) fracture energy-based interface models of zero- vs. finite thickness, and (iii) anisotropic continuum models that exhibit directional fracture energy softening features. The response predictions of the three levels of computational models will be compared and assessed with regard to their predictive limitations and shortcomings to deal with full-scale masonry walls and masonry structures. Thereby, the arguments of fracture initiation and fracture propagation will be the central issue how to separate tensile debonding from shear slip, and how to upscale the underlying fracture properties from lattice-based energy release rates and fracture surface observations to the composite brick and mortar material system.
MS14: Nonlocal damage models and other regularized approaches & · Transition from damage to fracture
Modelling of microcracking in microtomography image-based models of cement materials using phase field method
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In this work [1], crack nucleation and propagation in highly heterogeneous materials models, such as those obtained by micro-CT imagery of real materials, is investigated for the first time by means of the phase field method. The Phase field method [2] is based on a variational formulation of brittle fracture with a regularized approximation of discontinuities [3]. It does not require an explicit tracking of the cracks and avoids the classical mesh sensitivity issues related to smeared cracks models. It also allows crack nucleation. Its various advantages for voxel-based models of microstructures are discussed. More specifically, we show that the resolution related to the initial image and thus to meshes for discretizing the same microstructure does not significantly affect the simulated crack path and provides a quickly convergent response curve. A shifted strain split operator algorithm is proposed to handle unilateral contact within cracks in a very efficient manner. Several 2D and 3D crack nucleation and propagation analyses in highly heterogeneous materials are carried out, with application to microtomography-based segmented images of cementitious materials.
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Figure 1: Traction test of a 3D microstructure defined from microtomography image, microcracking propagation for lower end displacement (a) : $U = 0$ mm, (b) : $U = 11.10^{-3}$ mm, (c) $U = 11.2.10^{-3}$ mm, (d) $U = 11.3 \times 10^{-3}$ mm.

Figure 2: Tension test of a 3D microstructure defined from microtomography image: stress-deflection curve.
Phase-field modeling of dynamic instabilities in brittle fracture
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\textsuperscript{1} Physics Department and Center for Interdisciplinary Research on Complex Systems
Northeastern University, Boston (MA) 02115, USA
m.nicoli@neu.edu, a.karma@neu.edu

\textsuperscript{2} Department of Chemical Physics, Weizmann Institute of Science
Rehovot 76100, Israel
eran.bouchbinder@weizmann.ac.il

Detailed experimental studies of brittle fracture during the past two decades have revealed the existence of dynamic instabilities of fast moving cracks, i.e. cracks propagating at velocities comparable to the Rayleigh wave speed. Depending on the material type and geometry, those instabilities can be manifested in the form of the widely observed microbranching phenomenon or oscillatory crack paths. A fundamental understanding of those instabilities is still missing. Firstly, it is not yet established if those instabilities can be fully described within the standard linear elastic fracture mechanics (LEFM) framework that models dynamic cracks with a velocity-dependent fracture energy and a vanishing mode II stress intensity factor, assuming that the principle of local symmetry remains applicable for fast moving cracks. Secondly, it is still not clear what roles the microscopic details of failure mechanisms within the process zone, sample dimensionality (thin versus thick samples), elastic nonlinearities, and material heterogeneities play in those instabilities.

The phase-field method has emerged as a powerful technique to simulate crack propagation in different geometries and loading conditions [1]. This method is rooted in continuum models of phase transformations, which exploit a coarse-grained scalar order parameter $\phi$ to distinguish between different phases. In a fracture context, $\phi$ has been re-interpreted as a phenomenological measure of damage [2], which varies smoothly in space between two values corresponding to the intact and broken states of the material. Furthermore, coupled dynamical equations for the phase and displacement fields can be derived variationally from an energy functional with both elastic strain and surface energy contributions. This approach incorporates both the short scale physics of materials failure and macroscopic elasticity within a set of self-consistent of equations. In addition, those equations can be simulated on massively parallel computer architecture to describe geometrically complex dynamical phenomena such as crack nucleation, crack kinking [3] and branching, and crack-front segmentation in three dimensions [4].

This talk will describe recent progress to model dynamic instabilities using the phase-field modeling approach. A new phase-field formulation that makes it possible to simulate
fast moving cracks up to velocities approaching the Rayleigh wave speed will be presented together with numerical simulations that test the quantitative validity of this model by direct comparisons with LEFM predictions for accelerating cracks [5], see Fig. 1. In addition, results that shed new light on the origin of oscillatory instabilities will be presented [6].

**FIGURE 1** – Accelerating tensile cracks in a thin sample of height $2W$ and width $4W$ with imposed displacement $\pm \Delta$ at the vertical boundaries. Left panel: Dimensionless velocity $v/c_s$ for increasing crack length $l$ at three different loadings. $c_s$ is the shear wave speed. Right panel: Fracture energy $\Gamma$ as a function of dimensionless velocity. The steady state $\Gamma$ is measured in a strip with a large width to height aspect ratio when acceleration effects are negligible.
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A transient gradient damage model based on the homogenization of inter-granular failure
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It is well documented that standard damage models become ill-posed during strain softening, leading to numerical results which are mesh dependent. One remedy is to incorporate higher-order enhancements to regularize the softening behavior, with the associated length scale parameter collectively characterizing the various micro-processes underlying the localized deformation. However, a clear physical interpretation and decomposition of the length scale parameter is often lacking.

In many higher-order damage models, a constant length scale parameter is adopted, which may result in spurious damage growth at high deformation levels – instead of localizing into a single crack, the damage region expands with deformation. In view of this anomaly, a strain-based transient gradient damage model was proposed in [1], where the nonlocal interaction is controlled by a gradient activity parameter through a phenomenological evolution law.

In this contribution, we focus on the failure of polycrystalline materials which are dominated by inter-granular cracks. Numerically, the fracture process can be modelled by inserting cohesive elements at the grain boundaries. For a large problem, however, such a detailed resolution can be computationally expensive. Motivated by the need for a more efficient model that adequately describes the failure process, we adopt the homogenization theory proposed in [2] and consistently translates the fine-scale inter-granular fracture model onto the macro level.

For simplicity, a uniaxial problem is considered. Through the scale transition, a Helmholtz-type homogenized microforce balance is extracted. In contrast to the many gradient damage models in literature which are formulated top-down, our homogenized damage model is obtained bottom-up, hence more predictive, since the fine-scale properties (e.g. grain size, surface modulus) propagate and naturally manifest themselves in the length scale parameter at the macro scale. In addition, the non-local interaction in the microforce balance has a transient nature. A 1D spectral analysis reveals that the softening response is well-regularized, with a vanishing localized bandwidth at complete failure.
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A Geometry-Based Anisotropic Gradient-Enhanced Damage Model for Modelling Masonry Failure
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While masonry is known for its simple method of construction, its computational analysis poses many challenges. Since masonry consists of two distinct materials, i.e. mortar joints and clay bricks, the use of a suitable and efficient numerical model is essential in order to accurately model the orthotropic structural behaviour. Moreover, due to the quasi-brittle nature of both constituents, a numerical masonry model should incorporate a robust and objective description of strain localisation and material failure.

In our contribution, we propose a novel modelling approach in which failure of the orthotropic masonry composite is modelled in a continuous manner. Unlike traditional continuous masonry models, in which mesh-dependence of strain softening is regularised using Cosserat continua \cite{Addessi2010} or non-local models \cite{Marfia2012}, an implicit gradient-enhanced damage model is used for the objective description of strain localisation and failure.

In contrast to conventional isotropic gradient-enhanced damage models \cite{Addessi2009}, an anisotropic interaction kernel is employed, which size and shape is not only governed by the equivalent stress level \cite{Marfia2011}, but also by the underlying geometry of the structure, i.e. the masonry bond. Through several numerical examples, the proposed masonry model will be compared with detailed mesoscale models in which joints are explicitly modelled \cite{Addessi2013}. Special attention will also be addressed to the influence of the model parameters and their interaction with the orthotropic elastic properties.
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Numerical treatment of the damage/crack transition in a Gurson ductile material
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The present work aims at the numerical treatment of the crack propagation in engineering materials whose failure results from void initiation, growth and coalescence. With this aim in view, the objective is herein to describe the intermediate stage between more or less diffuse damage and the initiation of a macroscopic crack. This transient stage of damage induced deformation localisation in a narrow band necessitates a specific numerical treatment.

Previous works (see Longère et al. [1]) have evidenced the interest of modifying the Gurson-Tvergaard-Needleman (GTN), (ductile) damage-(visco)plasticity, constitutive model for reproducing the void growth induced damage in shear, in addition to the combined effects of strain hardening, thermal softening and viscoplasticity.

Recent works have shown the feasibility of a coupling between the aforementioned damage-plasticity model and the eXtended Finite Element Method (X-FEM), both implemented as user subroutines (UMAT and UEL, respectively) into the engineering finite element computation code Abaqus (see Crété et al. [2]).

In order to reduce the inherent mesh dependency in the pre-failure, localization process induced softening regime, the finite element formulation is enriched by embedding a finite thickness band (embedded finite element method, E-FEM) into the element (see e.g. Huespe et al. [3]). The orientation of the localization band is accordingly determined by a bifurcation analysis (see Rice [4]).

The passage from the localized band of finite width to the crack of (initially) null width is characterized by an empirical transition law relating to experimental results. At the time of crack initiation, the element formulation is switched from an E-FE to an X-FE formulation; an efficient numerical procedure is presented.

The performance of the methodology is evaluated considering the numerical simulation of the tension loading of a notched plate.
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Fracture as material instability in strain-softening processes: 
a non-convex variational approach
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A variational approach to strain-gradient plasticity is proposed, which describes cohesive fracture as a bulk process of progressive strain localization, concluding with a final rupture. As in [1], the model accounts for an additive decomposition of the deformation into an elastic and a plastic part, and it is based on an energy functional, sum of a stored elastic bulk energy, a non-convex plastic energy, which is supposed to be totally dissipative, and a quadratic non-local gradient term. The second and third terms depend on the cumulated plastic strain. The model [1] is enriched by assuming that the coefficient of the non-local energy depends on the cumulated plastic strain, in order to improve the description of fracture. The evolution of the deformation is described by a two-field incremental minimization problem, where the displacement and the plastic deformation are assumed as independent variables. To provide a thorough mechanistic understanding, the model derivation is done in a one-dimensional mathematical setting. The approach can be readily extended to three-dimensional isotropic softening gradient plasticity, or to a multi slip strain gradient crystal plasticity setting.

In the present communication, attention is focused on the model capability of describing processes of strain localization concluding with fracture, which are induced by non-convex plastic energies. Fracture represents an unstable configuration of the incremental minimization problem governing the evolution. In [1] it was found that an equilibrium solution is unstable if at least one eigenvalue of a certain eigenvalue problem associated to the variational problem is negative. In this case of negative eigenvalue, the second variation of the problem functional can attain unlimited negative values for perturbations concentrated on zones of the body of sufficiently small size. This situation characterizes fractured configurations in a variational way. Conditions for the stability loss are analyzed, and analytical expressions involving the problem constitutive parameters are proposed.

The predicted fracture mechanism points out a crucial idea of the proposed model, i.e., the tentative of describing cohesive fracture as a bulk process of progressive strain localization, which concludes with a final material instability. This approach is motivated by the observation that the fracture of ductile materials is characterized by the formation of the so-called process zone, that is a region where strains localize and the material becomes weaker and weaker, and only at the very end strains coalesce in
fracture surfaces. Accordingly, the plastic energy density can be also called cohesive energy as in [1], and the proposed approach presents as an alternative to the classical cohesive theories, which consider fracture process as a surface phenomenon.

Some simulations are proposed to illustrate the fracture mechanism above described, and to show the close relation which exists between the shape of the plastic energy and the predicted behaviors. In particular, the evolution of the deformation in metals subject to uniaxial loading is reproduced. The distinct phases of the evolution observed in experiments are found: from the initial yielding phase, in which inelastic deformations form, and propagate as slow plastic waves, to the final rupture, which constitutes the ending stage of a strain-localization process. In Fig. 1(a) the force-elongation curve of a tensile bone-shaped steel bar is reproduced by assuming a convex-concave plastic energy. The deformation corresponding to different points of the evolution is represented in Fig. 1(b).

![Diagram](image)

Fig. 1. (a) Force-elongation curve of a bone-shaped steel bar subject to tensile loading. (b) Deformation field at different points of the evolution.
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Mixing first- and second-gradient models in finite element simulations of ductile rupture
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An interesting second-gradient model for plastic porous solids, extending Gurson's classical first-gradient model [1] for porous ductile solids, was proposed some years ago by Gologanu et al. [2] in order to settle the issue of unlimited localization of strain and damage and the ensuing mesh sensitivity in finite element calculations. This model was successfully implemented in the finite element code SYSTUS® by Enakoutsa and Leblond [3] by introducing extra nodal degrees of freedom (DOF) representing the components of the strain tensor. One important drawback of this procedure, however, was an awkwardly large number of DOF, notably in 3D, which generated various difficulties, especially with regard to convergence of the global elastoplastic iterations.

A new implementation solving this problem was very recently proposed by Bergheau et al. [4]. The central point of the new algorithm was a procedure of elimination of the nodal DOF representing the strain components, which permitted to reduce the number of DOF per node to its standard value. This was achieved by writing the equality of the new nodal DOF and the strain components in a weak sense; the “mass matrix” appearing in the left-hand side of the vectorial relation thus obtained was then lumped and inverted straightforwardly, so as to relate the new DOF to the nodal displacements explicitly. The reduction of the number of DOF was found to be quite beneficial to the convergence of the global elastoplastic iterations.

However, a mixing of first- and second-gradient models would be desirable in order to reduce computation time and cost, and reasonable at least in simulations of ductile rupture, where second-gradient models are needed only in zones of limited extent, where strain and damage tend to concentrate. Bergheau et al.’s implementation [4] offers an interesting perspective in this context, since the elimination of nodal DOF representing strain components means that exactly the same DOF are used for first- and second-gradient models. This makes the mixing very easy by eliminating the need for development of special transition elements and requiring only elementary, low-level modifications of the code; such modifications essentially reduce to introduction of a
switch at the beginning of the loop over elements, the role of which is to call the appropriate routine to solve the constitutive equations, according to whether the element considered obeys a first- or second-gradient model.

This procedure is illustrated in the present paper by comparing full second-gradient and mixed first/second gradient simulations of a CT specimen made of a ductile material and undergoing full rupture. The calculations are performed in 2D and plane strain but extension to 3D cases would be straightforward. The two types of simulations are checked to yield almost identical results, with lower computation time and cost for the second one.
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A transition approach from a local second gradient model to a cohesive zone model
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Among the various regularization methods that enable to deal with the problem of strain localization in the framework of continuum mechanics, the class of generalized continua introduces an internal length by taking into account additional kinematics terms into the virtual power principles. As a particular case of this type of continua, the local second gradient model developed by Chambon and coworkers [1] has been successfully used for soils where the main problem is shear banding. More recently, it has been also used in the context of damage mechanics for concrete structural elements [2] where strains mainly localize under the first mode of crack propagation.

We show that this type of strain localization can become problematic for the second gradient model. Indeed, the forces transmitted through the crack do not necessarily vanish for high values of damage. This is due to the the additional stresses, the so-called double stresses, of the second gradient model. Another problem, common among regularization techniques, is the continuous spreading of the localization band again for similarly high damage values (fully formed cracks).

Following the work by Comi et al [3] and Cuvilliez et al [4] for different regularization methods, we propose to deal with theses issues applying a transition to a cohesive zone model. In this way, the various phases of strain localization and fracture can be correctly modeled : from diffuse damage to localization till finally to a fully formed crack. The theoretical formulation and finite element implementation are discussed with special care to the additional boundary conditions which naturally appear in a second gradient continuum. Application to a 3 point bending test on a notched beam illustrates the limitations and the advantages of the approach. The results show that the new model is more adequate to represent the full experimental force displacement curve.
**FIGURE 1** – 3 point bending test: Damage distribution at the notch tip with open cohesive zones
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Microdamage modeling of crack initiation and propagation in metal single crystals
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Single crystal components operating at elevated temperatures are subjected to severe thermomechanical loading conditions. A major issue is to develop models to predict crack initiation and crack growth in the presence of strong stress and temperature gradients. The strongly anisotropic elastoviscoplastic behaviour of the material which is a single crystal nickel base superalloy, must be taken into account. The corresponding model should be able to account for anisotropic crack growth and crack bifurcation in complex stress fields. Moreover the model must be capable of predicting not only the crack growth rate but also the non-straight crack paths. Anisotropic damage mechanics is a well-suited theoretical framework for the development of crack growth models in single crystals. A model coupling crystal plasticity and cyclic damage has been developed, that shows the interest of the approach, but also its current limits, in particular the strong mesh dependence of the results. Recent developments of nonlocal models within the framework of the mechanics of generalized continua could help overcoming these difficulties. A large experimental basis exists concerning initiation and crack growth in single crystal nickel base superalloys. Finite element simulations of the thermomechanics of turbine blades provide detailed information about stress and plastic strain distribution, in particular near geometrical singularities like cooling holes and slits. First of all, on the basis of crystal plasticity theory which provides a solid link between stress and plastic strains, an uncoupled damage mechanics model based on the history of FE calculations will be presented. Afterwards, an incremental damage model based on generalized continua will be proposed and model predictions for the initiation and growth of microcracks by solving the mesh dependency, will be discussed.
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The phase-field approach for modeling fracture phenomena in elastic solids is a very promising framework which has gained popularity within the last decade, see the review paper [1] and the references therein.

In practice, already a two-dimensional quasi-static phase-field formulation is computationally quite demanding. Indeed, the need to resolve the small length scale calls for extremely fine meshes, at least locally, in a crack phase-field transition zone. Also, due to non-convexity of the free-energy functional, a robust, but a priori non-efficient staggered solution scheme based on algorithmic decoupling is typically used, e.g. in [2, 3, 4].

We discuss some aspects of efficient (i.e. fast, yet accurate) quasi-static phase-field computing of (brittle) fracture, including the use of a monolithic solution scheme along with adaptive (error-controlled) mesh refinement strategy [5].
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Marreddy Ambati¹, Tymofiy Gerasimov¹ and Laura De Lorenzis¹

¹ Institut für Angewandte Mechanik
Technische Universität Braunschweig, Bienroder Weg, Campus Nord, 38106
Braunschweig, Germany
{m.ambati,t.gerasimov,l.delorenzis}@tu-braunschweig.de

Phase-field modeling of brittle fracture [1-5] is a well-established framework that overcomes the limitations of the classical Griffith theory in the prediction of crack nucleation and in the identification of complicated crack paths including branching and merging. In this work, we propose a novel phase-field model for ductile fracture of elasto-plastic solids in the quasi-static kinematically linear regime [6]. The proposed formulation enables to capture the entire failure mechanism of a ductile material exhibiting J2-plasticity, encompassing plasticization, crack initiation, propagation and failure. Several examples demonstrate the ability of the model to reproduce some important phenomenological features of ductile fracture as reported in the experimental literature. An example is illustrated in Figure 1 (I-shaped specimen in tension), our model predicts the crack initiation in the center of a specimen, followed by the successive branching of the band, the bifurcation (loss of symmetry) and the final specimen failure. Beside the new formulation, several examples are discussed, including some with our own experimental verification.

Figure 1: I-shaped specimen under tension: (a) Equivalent plastic strain field at the onset of cracking and (b-d) crack phase-field at various fracture stages.
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Phase-field modeling of brittle fracture [1,2] is a framework that overcomes the limitations of the classical Griffith theory in the identification of complicated crack paths, branching and coalescence of pre-existing cracks and crack nucleation. The sharp limit case is recovered for a small length-scale parameter, controlling the interface width between fully broken and undamaged phases of a material. From a computational standpoint, this calls for extremely fine meshes in order to accurately resolve the crack pattern obtaining the correct structural response [3,4]. Isogeometric Galerkin formulations attaining higher-order convergence [3,5] have already been proposed and successfully demonstrated. On the other hand, isogeometric collocation has recently emerged as a very promising technology to achieve higher-order convergence while avoiding the cost of quadrature [6] and the first attempts to combine it with phase-field modeling of the Cahn-Hilliard equation have shown interesting results [7]. In this work, we apply the isogeometric collocation framework to phase-field modeling of brittle fracture using the 'hybrid model' developed in our previous paper [8] as well as adopting an alternative interpretation of collocation as Galerkin with reduced integration, aiming at a drastic reduction of the computational cost without sacrificing the accuracy. A comparison with Galerkin approximations is performed.
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Gradient-enriched models are a well established approach to regularise softening failure, but they exhibit some undesired features. One of them is incorrect damage initiation and propagation, see [1]. For a tensile test on a cracked specimen, for instance, a standard gradient model does not predict damage initiation at the crack tip (as suggested by intuition and observed in experiments), but away from it. For a shear test, on the other hand, a non-physical shift of the shear band is predicted.

We show in this work that these unrealistic responses are caused by the choice of boundary conditions for the gradient enrichment. The regularisation equation linking the local equivalent strain $\varepsilon$ with the non-local counterpart $\tilde{\varepsilon}$ is typically complemented with homogenous Neumann boundary conditions:

$$\tilde{\varepsilon}(\mathbf{x}) - \ell^2 \nabla^2 \tilde{\varepsilon}(\mathbf{x}) = \varepsilon(\mathbf{x}) \text{ in } \Omega$$

$$\nabla \tilde{\varepsilon} \cdot \mathbf{n} = 0 \text{ on } \partial \Omega$$

Regarding damage initiation, and for illustrative purposes, consider a planar crack in an infinite plate under mode I, see Figure 1(a). Although the local field $\varepsilon$ reaches its peak value at the crack tip (where strains are, in fact, singular), see Figure 1(b), the non-local field $\tilde{\varepsilon}$ is maximum away from the crack tip, see Figure 1(c), and damage initiation is wrongly predicted.

![Figure 1: Crack under mode I. (a) Problem statement; Mises equivalent strain fields: (b) local; (c) non-local with standard model; (d) non-local with smoothed displacements](image-url)
One possible remedy for this undesired response would be to choose different boundary conditions. If one replaces equation (2) with Dirichlet boundary conditions (i.e. \( \tilde{e}(x) = e(x) \) on \( \partial\Omega \)), then the maximum value of \( \tilde{e} \) remains at the crack tip. With these new boundary conditions, however, other required features of the gradient enrichment, such as smoothing along the boundary, is lost.

In view of this, a different solution is proposed here: to enrich the displacement field, rather than the equivalent strain field. Working with a vectorial, rather than a scalar, field means that there is more flexibility in the choice of boundary conditions. A number of options were tested and compared in [2], and it was concluded that the best choice are so-called combined boundary conditions (i.e. Dirichlet for the normal component and Neumann for the tangential component, in both cases non-homogeneous), so the gradient enrichment is

\[
\tilde{u}(x) - \ell^2 \nabla^2 \tilde{u}(x) = u(x) \quad \text{in} \quad \Omega \\
\tilde{u} \cdot n = u \cdot n \quad \text{on} \quad \partial\Omega \\
\nabla (\tilde{u} \cdot t) \cdot n = \nabla (u \cdot t) \cdot n \quad \text{on} \quad \partial\Omega
\]

Figure 1(d) shows the non-local equivalent strain field \( \tilde{e} \) computed from the non-local displacement field \( \tilde{u} \), which attains it peak value at the crack tip. At the same time, this gradient enrichment also satisfies the four following criteria, see [2]: reproducibility of order 1 (i.e. a linear local displacement field leads to a linear non-local displacement field); smoothing along the boundary; local response normal to boundaries; volume preservation.

The performance of the proposed approach regarding damage propagation will also be discussed.
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Damage models describe material failure by introducing an additional internal variable modulating the elastic stiffness and inducing an internal energy dissipation in the material. It is well accepted that in order to model the material failures observed in quasi-brittle materials, damage models must include stress-softening, \textit{i.e.} the reduction of the admissible stress domain for increasing damage. It can be shown that this constitutive property is associated to the lost of the uniqueness of the solution and the appearance of localized states, a key aspect of the behavior of real structures. It is also widely recognized that in order to preserve the mathematical consistency and the capability of formulating mesh-independent numerical approximation, strain-softening damage models must be regularized by introducing some sort of non-local effects. Among the several regularization strategies proposed in the literature, we may first distinguish between those based on the introduction of smoothed variables in the form of convolution integrals and those penalizing extreme localizations through gradient terms. In [1], after a thorough analysis of the possible nonlocal regularization strategies, is it concluded that only a small subset of the methods proposed in the literature are really effective in providing (thermodynamically) well-posed problems and the use of gradient approaches over the use of convolution integrals is suggested.

One can further classify the possible approaches between those introducing the regularization through Damage Gradient terms (DG) and those using gradient of the elastic Strain (SG), see for instance [2]. We limit our analysis to this last classification and compare how DG and SG damage models compare to the limit Griffith model of brittle fracture.

In particular, the two following forms of the total energy are considered:

\begin{equation}
\mathcal{E}_{DG}(\varepsilon, \alpha) = \int_{\Omega} \left( \frac{1}{2} E(\alpha) \varepsilon^2 + w(\alpha) + E_0 \ell^2 (\varepsilon')^2 \right) \, dx,
\end{equation}

relative to a Damage-Gradient regularized damage model, see for instance [3], and

\begin{equation}
\mathcal{E}_{SG}(\varepsilon, \alpha) = \int_{\Omega} \left( \frac{1}{2} E(\alpha) \varepsilon^2 + w(\alpha) + E_0 \eta^2 (\varepsilon')^2 \right) \, dx,
\end{equation}
relative to a Strain-Gradient regularized damage model. Here $\varepsilon$ and $\alpha$ mean respectively the strain and the damage fields, whilst $w(\alpha)$ measures the dissipation due to damage. An undamaged material corresponds to $\alpha = 0$ and $E(0) = E_0$, a completely damaged material to $\alpha = 1$ and $E(1) = 0$.

In the first case, (1), the square norm of the damage gradient $\alpha'$ is penalized through the characteristic length $\ell$; this is known to be sufficient in order to inhibit uncontrolled damage localizations. In the latter case, (2), the gradient of damage is not explicitly penalized and, indeed, the damage field is even allowed to be discontinuous; however a damage discontinuity would imply a strain gradient that is penalized through the characteristic length $\eta$. Hence we show that also the SG regularizing term in (2) is able to inhibit uncontrolled damage localizations.

Figure 1: Evolutions of damage for a SG model in 1D case.

However, we also show that while the DG model (1) can be used to as a phase-field regularization of brittle fracture [3], the same is not possible with SG models (2). Indeed in DG models, the completely damaged zones remain localized in bands of finite width not increasing with loading, and the associated energy dissipation can be identified with the material toughness. In SG models, the width of fully damaged zones increase with the loading and it is not possible to associate them to a finite and constant energy dissipation, similar to that of Griffith models of brittle fracture. We conclude that SG models (2), despite being well-posed for their regularizing properties, cannot be consider energetically equivalent to brittle fracture and cannot be regarded as phase-field approximations of Griffith models.
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Quasi-brittle failure of heterogeneous materials can be seen as a complex three steps process. At sufficiently small loading, the material first display an elastic response. Above a certain loading threshold, progressive microcracking occurs, leading to a deviation from the linear behavior. During this phase, strong intermittency and spatial organization of damage are observed both numerically [1] and experimentally [2]. Finally, catastrophic failure occurs associated with spatial localization of damage. Hence, two main challenges in the study of failure by microcracking are (i) the prediction of the critical loading at which this catastrophic failure occurs (ii) the quantitative understanding of the origin of the complex temporal fluctuations and spatial organization of damage.

Our objective is to build a continuum model of quasi-brittle fracture containing a minimum set of ingredients that is able to capture the main features. A first and original ingredient in the proposed model is material heterogeneities that are introduced through an heterogeneous fracture energy field drawn from a uniform distribution. The other key ingredient is the elastic interaction at a structural level between damaged elements that is controlled through a nonlocal approach [3] using a prescribed interaction kernel. This interaction kernel describes how the stress (and so the driving force for damage) is redistributed in the material after some part of the material gets damaged. Finally, damage is assumed to affect only elastic properties: locally, the Young modulus decreases as damage increases. Considering an energy criterion for damage growth, a nonlocal evolution equation is obtained for the damage field in the material under displacement controlled loading conditions. Since we use a thermodynamically consistent approach, our model is able to describe how mechanical energy is transferred into damage energy through bursts of failure events until catastrophic failure occurs. In particular, since material heterogeneity results in a damage structure that is intermittent in time and heterogeneous in space, we will focus on the energy of these localized failure events and their spatial extension.
The proposed approach is first applied to a 1D problem where we impose the stress redistribution after damage events. In that case, the interaction kernel is chosen to decay exponentially fast with distance and the interaction length is varied in order to study its effect on the failure behavior of the material. The evolution equation of the damage field is solved numerically, and is used to predict the strain-stress response of the material as it progressively damages. This simple formulation allows to retrieve qualitatively the precursors main features as observed in experiments and finite element simulations [1, 2], independently of the value of the internal length: first, damage evolution is characterized by sudden failure events spreading a large range of energy, which follow a power law distribution. Moreover, these failure events are spatially localized and correlate over some length scale that rapidly increases as complete failure is approached. Finally, complete failure of the material is achieved through a catastrophic damage event that spreads over the whole system. To rationalize these results, we study analytically the onset of catastrophic failure by performing a linear stability analysis of the damage evolution: the damage field is slightly perturbed by some sinusoidal mode around its mean value that corresponds to the equilibrium condition at some prescribed value of the displacement. Catastrophic failure then takes place when the perturbation mode grows in an unstable manner. This analysis gives the critical loading at failure as well as the wavelength of the most unstable mode that are shown to be directly related to the shape of the stress redistribution kernel. Comparison of these analytical predictions with numerical results for systems with low disorder levels shows excellent agreement. It also reveals the key role of the redistribution kernel: by changing its shape, localization can take place before peak load of the stress-strain response is reached, or later in the post-peak regime.

In a second part, the same approach is applied to an elasto-damageable solid under pure shear or uniaxial tension with plane-strain conditions. The local material elastic constants are related with the damage level from micromechanics calculations [4]. In that case, the redistribution kernel can be calculated rigorously, and used to predict the onset of instability as well as the angle of the localization bands. These predictions are discussed and compared with direct numerical simulations of localization in progressively damaged solids.
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Fracture is the salient feature of concrete-like materials. It is responsible for the both strength and stiffness reduction and precedes the structure failure. At the beginning, a thin zone composed of diffused micro-cracks is formed, called a fracture process zone (FPZ) or a localized zone. Later, during further deformation, a distinct discrete macro-crack emerges. An adequate description of cracks in FE calculations is extremely important to obtain physically realistic results.

Within continuum mechanics, there exist two main approaches to describe cracks. The first one describes them in a smeared sense as localized zones of micro-cracks with a certain finite width. The material behaviour may be described using e.g. elasto-plastic, damage mechanics or smeared crack and coupled constitutive laws enhanced with a characteristic length of the microstructure. As an alternative, displacement jumps (discontinuities) along cracks may be introduced while keeping the remaining region as a continuous one. The oldest solutions used interface elements which were defined along finite element edges. The modern ones allow for considering displacement jumps in the interior of finite elements using the embedded discontinuities or XFEM. A smeared approach is more appropriate when describing a micro-crack formation process while a discontinuous one allows for a more realistic simulation of discrete macro-crack propagations. Usually, only one approach is used to simulate a fracture process in concrete during the entire deformation process. A combination of continuous and discontinuous approaches make it possible as in experiments to realistically capture all stages of fracture.

The coupled continuous-discontinuous constitutive law presented here is the extension of the model formulated in [1, 2]. The original model links a continuous and discontinuous description of cracks defined within continuum mechanics. In a continuum regime, two constitutive laws are used alternatively: an elasto-plastic one with a Rankine criterion and an isotropic damage one formulated within continuum
damage mechanics. Both laws are equipped with a characteristic length using an integral non-local theory to restore the well-posedness of the boundary value problem. Discontinuous displacement jumps are described with XFEM. An special algorithm is responsible for transferring a softening process from bulk points into a newly created crack segments. Discrete cracks are assumed to follow smeared crack patterns instead of using criteria based on a stress distribution (Fig. 1). The proposed extension introduces a transfer function which allows for a gradual switch from a continuous (smeared) to discontinuous (discrete) softening process. It is equal to zero at the tip (no discrete softening) and it increases along the crack length to the maximum value of 1 (no continuum softening). By extending a crack with a new segment, nodes and finite elements located in a band perpendicular to this segment are doubled. The width of a doubled zone covers the width of a localized zone. Both doubled element sets share the same nodes along zone boundaries. As a consequence no special algorithm is required to a force transfer of the softening mechanisms.

Fig. 1. Nooru-Mohamed test with shear force 10 kN: crack patterns and force-displacement curves for elasto-plastic law (left column), coupled model (middle column) and XFEM approach (right column) ('exp' - experiments)
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When simulating the fracture scenario of a structure using continuous local models, one often fall on a pathological mesh dependency of the approximate solution. The Thick Level Set approach (TLS) aims at writing models that don’t suffer of such an issue. In this sense, the TLS shares some similarities with well-known approaches such as non-local integral approach [1] and gradient-enhanced approach [2].

The TLS was first proposed in [3] in a quasi static context and received further improvement of its discretization in [4], some analytical development in [5], an extension to explicit dynamics in [6] and a recent comparison in [7] with the well known phase field approach (in particular the model established in [8]). In these TLS related papers, modeling is limited to damage quasi-brittle behaviour. This limitation is due to the way the damage is confined in a bounded area called the damage band. This damage band as a \(2l_c\) thickness when crack emerges, where \(l_c\) is the characteristic length. Consequently, damage is only modeled in the fracture process zone. In this process zone, the damage treatment is purely non-local.

A recent extension of the TLS approach, proposed in [9], improves its generality by modeling diffuse damage away from the fracture process zone. As a result, the damage treatment is local and non-local: non-local in the fracture process zone, local away from it. The fracture process zone emerges or advances where and when diffuse degradations grow toward fracture. The key idea is to control damage field gradient by using a non-local treatment where and when damage gradient rises. To this end, an auxiliary field \(\phi\) is introduced, the damage field is deduced from it: \(d = d(\phi)\). We further impose that \(\|\nabla \phi\| \leq 1\) leading to the upper bound of the damage gradient \(\|\nabla d\| \leq \frac{d}{d\phi}(\phi)\). The damage evolution is linked to \(\phi\) evolution.

In this work, we present simulations of the out-plane pull out test of a ring. This test case is treated in [9] as a unidimensional problem. We treat it as a bidimensional transverse displacement problem. We present a unified way to treat local and non-local zones based on the construction of two specific finite dimensional function spaces to approximate both \(\phi\) and its variation \(\Delta \phi\) during a time step (and related fields). The extended
finite element method is used as the underlying method to construct this two spaces. The propagation of the interface between local zone and non-local zone ensures the continuity of $\phi$ (and thus the damage field).
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This work presents a numerical method to simulate three dimensional failure process of quasi-brittle concrete materials using a combination of continuous damage model (CDM) and extended finite element method (XFEM) [1].

Based on many experiments and numerical simulations at the level of particles, the mechanism of crack propagation in quasi-brittle materials can be idealized into four steps. In the first stage of loading the material behaves elastically; the loading and unloading behaviour is identical. During the second phase of the loading process, the formation and growth in the fracture process zone (FPZ) of densely distributed microcracks induces a non-linear response in the material. At this stage of the fracture process, the microcracks are not localized; the material remains stable and the load-deformation response no longer has a linear behaviour. After increasing the load beyond its peak value, coalescence and ramification of microscopic cracks, as well as the debonding of aggregates in the material matrix occurs and the response of the material at the macroscopic scale becomes unstable. Deformation and localization occur in a band of defined width, forming a weak discontinuity in the strain field. At this stage, the load-deformation response is in the softening branch. In the last stage, crack bridging occurs and the cohesive forces vanish which results in an area of strong discontinuity with a stress-free macrocrack.

The CDM approach can provide a relatively good model to describe the second stage of the idealized FPZ. However, in the final stage of failure, when damage localizes into a macroscopic crack, the continuum models are known to exhibit stress locking (spurious stress transfer), lack of objectivity (mesh-induced directional bias), and possible instability (appearance of spurious kinematic modes) [2]. In contrast, a cohesive XFEM crack model, does not describe the first phase of densely distributed microcracks very
well. However, the macroscopic crack can be well-described with this approach. Consequently, combining CDM with XFEM in one single approach is an appealing technique to describe the failure process of quasi-brittle materials. Using this approach, the crack path can be predicted using the regularized local anisotropic continuum damage approach. The crack path orientation is corrected during loading using a rotative crack model. This approach is repeated until transition to XFEM occurs when the damage index exceeds a prescribed value. With energy conservation enforced for mode I energy dissipation during transition from CDM to XFEM, this approach was successfully applied in two-dimensional space [3] and is extended in three dimensional space in this work.

In 2D, the knowledge of the crack tip location in a single finite element and its propagation using the non-local principal stress direction guarantees satisfaction of the crack path continuity. However, for three dimensional simulations, the crack tip is replaced by a crack front consisting of several finite elements, which may locally make failure predictions that do not necessarily result in a continuous or a unique failure surface. The use of a global tracking algorithm [4], helps define a continuous and unique smooth, planar or curved crack surface at the cost of having to solve an additional global system of equations. After this additional equation is solved, the 3D crack path is defined from the isosurface extending the crack surface using a marching cube algorithm [5]. However this crack tracking algorithm can lead to non-planar crack surface within one finite element. For linear hexahedral elements, warped surfaces leads to special quadrature treatment for element integration.

This work presents the development of a three dimensional concrete cracking simulation strategy based on a transition from a continuum to a cohesive XFEM approach. We would like to share our experience on the numerous challenges that must be overcome to successfully model non planar crack propagation in three dimensional space. Seldom discussed the global tracking algorithm boundary conditions used to compute the crack path is introduced. Finally, numerous three dimensional test cases with non-planar crack surfaces are presented to perform verification and validation of the proposed model.
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Fatigue may be understand as the progressive and localized structural damage that occurs in materials under cyclic loading. In plain and reinforced concrete structures (e.g. bridges, highways, railway slabs, airport pavements, marine structures), fatigue causes excessive crack widths, debonding of reinforcement that finally leads to the structural failure. Our goal is to develop a realistic constitutive model to predict the fatigue life of plain and reinforced based on own experiments.

The comprehensive experiments were performed on plain concrete beams and concrete beams reinforced with steel and basalt bars (Fig.1). The cyclic load-displacement diagrams were registered for small (0.1-2 Hz) and medium frequencies (10-12 Hz). The fatigue life of beams was investigated with the cyclic stress rate varied between 0.60 and 0.95 of the static beams capacity. The development of fracture process zones and discrete macro-cracks was traced on the concrete surface by means of the DIC technique.

A numerical FE model was developed within continuum damage mechanics to describe the fatigue behaviour of concrete. The usual damage models [1] are not able to predict the fatigue strength since the damage growth does not occur if a subsequent reloading strain does not exceed the maximum previously experienced value. The extension from a static to fatigue formulation was carried out similarly to the formulation by Marigo [2]. The classical yield concept was replaced by a loading-unloading irreversibility concept. The assumption allowed for taking into account the damage accumulation for loading levels below the yield surface. Figure 2 shows the difference in the concrete response under cyclic loading conditions. For a damage formulation with the yield concept there is no a damage growth for subsequent loading and unloading levels below the yield surface. In turn, in a fatigue damage formulation, the cumulative damage growth under repeated cycles may be captured. The formulation was enhanced by a characteristic length of micro-structure by means of a non-local approach to properly describe strain localization. The model was calibrated based on the experiments with beams.
Fig. 1. Fatigue diagram $S-N$ from experiments with concrete elements including basalt reinforcement as compared with ACI recommendation.

Fig. 2. Force-displacement curves for concrete element in static and fatigue damage formulation for prescribed cyclic loading.
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Based on the finding that damage is a major part of concrete behavior, a new damage model has been recently proposed (the "$\mu$ model" [1]) relying on the principles of isotropic damage mechanics. Two thermodynamic variables were defined in order to describe, within a 3D formulation, the unilateral behavior of concrete (i.e. crack opening and closure), which is essential for cyclic loadings and particularly the seismic response of concrete structures. Furthermore, the material parameters are easy to identify from individual tensile and compressive tests alone. A series of applications using classical FE calculations has yielded satisfactory results when compared to experimental results [2] thus attesting to the model’s effectiveness.

To reduce the size of nonlinear problems for real structures, a simplified FE description has been considered for engineering purposes; it is based on the use of multi-fiber beam elements useful for frame structures (beams and columns).

Multi-fiber beams and strain localization

Strain localization is a major concern in maintaining the objectivity of finite element calculations. This problem is well known in classical 2D-3D calculations, for which two principal treatment options are available: i) the solution with material parameters adjusted to suit element size [3], and ii) implementation of regularization methods such as non-local methods [4]. Such a problem has never before been studied in the context of a multi-fiber beam description. More generally speaking, a fiber beam description contains localization if the behavior of the beam element displays softening. Localization is thus present for:

- a plain concrete element, regardless of its loading (tension or bending);
- a RC element if the loading is uniaxial and tensile (localization appears once the concrete has failed);
- a RC element in bending when the reinforcement ratio is less than a minimum value, referred to as the fragility ratio (see Eurocode 2).

For other reinforcement ratio values, if bending is dominant (should bending and tension be combined), no localization is present.

Hillerborg stipulated that the energy dissipated at failure in a unit concrete volume must be equal to the fracture energy. In the presence of localization, the control of result objectivity would then be the same as for classical 2D-3D FE calculations. Localization takes place within a band of elements, and the material parameters must be calibrated with the size $h$ of these elements (Fig. 1a). In the absence of localization, the damage-cracking processes for one crack are distributed on both sides of the crack over a volume defined by the distance $s_c$ between two cracks (Fig. 1b). Therefore, the concept
of crack band cannot be applied here. The calculation must be calibrated so that the fracture energy is consumed in a $s_c$ wide area, leading us to write:

$$G_f = s_c \int_0^h \sigma \varepsilon \, dh = h \int_{R} \sigma \varepsilon \, ds$$

($h$ size of the crack band, $s_c$ crack spacing – fig. 1)

Fig. 1 Localization processes in a multi-fiber beam description: a) plain concrete: damage is localized on a band of elements (size $h$); and b) reinforced concrete: damage is distributed along the cracking zone ($s_c$ is the crack spacing)

This approach shows that the results obtained insured both, i/ to avoid dependence on mesh size as damage evolves and, ii/ to give results in good accordance with the 2D-FE description. In addition enhancements to take into account specific phenomena such as steel-concrete debonding, hysteretic loops and permanent strains on the concrete behavior have been included.

These concepts have helped build a tool for accessing with as good results as a conventional finite element calculation. Results include the global and the local levels (e.g. force-displacement, state of rebar deformation, average crack width) though with a better control of convergence problems and considerable computational time saving.

Along these same lines, other improvements are ongoing and include, i/ a description of the strain rate effect via a variation in the initial threshold of damage, so as to model high-velocity loading effects and, ii/ for simplified approaches based on the enhanced modeling presented herein, the development of equivalent lattice modeling for RC walls and the introduction of section warping to treat torsion and shear effects [5].

In conclusion, this model and the strategy proposed to achieve simplified modeling have provided a useful tool for engineering applications; moreover, this tool can cover a wide array of problems, whether monotonic or cyclic, encompassing quasi-static and dynamic loadings.
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3D ductile crack propagation with the XFEM
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In industrial forming processes metals are subjected to large plastic deformations. Related to the plastic deformation pores will start to grow, merge and finally lead to micro cracks within the material. Macroscopically this is recognized as a loss of stiffness of the structural behavior. This effect is usually modeled in the context of damage mechanics, where in the last fifteen years several theories were established to circumvent the mesh dependent localization. Most of them are based on the introduction of a new degree of freedom for the thermodynamic driving force of the damage. This new degree of freedom is then computed by solving an additional scalar balance equation of Helmholtz type. Nevertheless, if damage evolves and is used to predict macro cracks the global stiffness matrix becomes ill conditioned. Furthermore cracks are just represented in a smeared way and their dimension is related to the mesh size and some artificial internal length parameter. To overcome this drawback the damage is transferred to discrete cracks if it exceeds a material depended threshold value. The representation of fracture is modeled with the eXtended Finite Element Method (XFEM). This numerical tool enables a nearly mesh independent crack representation. The strong discontinuities are modeled by level set functions and the spatial discretization of the displacement field becomes enriched. The enrichment functions are chosen in a way to enable discontinuities in the displacement and even singularities or nearly singularities in derived quantities. Within the XFEM only a local neighborhood of the crack becomes enriched and the overall number of unknowns increases only moderately.

Classical crack propagation criteria loose their validity in a finite deformation context and inelastic material behavior. The argumentation for the chosen damage based criterion is that once the crack is initiated it will propagate if the pores around the crack front will continue to coalesce. So the mechanism for crack initiation and propagation are the same. The problem of evolving the front is treated with a purely geometric approach, which preserves the property of perpendicular level sets. After the propagation no remeshing is needed, but the enrichment scheme has to be updated in the vicinity of the crack front. There is also a need for adapting the history variables in these elements. This becomes necessary because the integration scheme alters with the enrichments.
The load displacement path of cracking structures is highly challenging. That’s the reason why neither an entirely force driven nor a displacement driven simulation is able to follow the path and an arc length approach is used.

**Keywords:** XFEM, crack propagation, non local damage
Nucleation, initiation, and propagation of cracks in gradient damage models
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Damage models can be regarded as a variational regularisation of brittle fracture. The energy of a cracked solid with linear elasticity and Griffith surface energy can be approximated in the sense of Gamma-Convergence by damage models with gradient on the damage variable. The damage models are characterised by a total energy function in the following form:

\[ E(\varepsilon, \varphi) = \frac{1}{2} \int_\Omega A_0 \varepsilon(u) \cdot \varepsilon(u) \, dx + \frac{G_c}{c_w} \int_\Omega \left( \frac{\varepsilon(u)}{\ell} + \ell \nabla \varphi \cdot \nabla \varphi \right) \, dx, \]  

where \( u(x) \) is the displacement, \( \varphi(x) \in [0, 1] \) the damage field, \( \varepsilon(u) \) the linear deformation measure, \( A_0 \) the elastic stiffness tensor, \( G_c \) the fracture toughness, \( c_w \) a normalisation constant. The function \( a \) and \( w \) identify the damage constitutive law, representing stiffness modulation and energy dissipation. The key parameter in this model is the internal length \( \ell \). Gamma-convergence shows that for a large class of \( a \) and \( w \), the global minima of the energy of the damage model converge toward the global minima of the energy of the Griffith fracture model. However, evolutions obtained with a local minimisation criterion on the damage energy strongly depend on \( \ell \), and may not converge toward the evolutions obtained with (local or global) minimisation criteria on the Griffith model. Gradient damage models introduce pertinent physical effects, as size effects and maximum allowable stress, that are missing in the Griffith model.

In this contribution we show how the choice of the constitutive function \( a \) and \( w \) and the internal length \( \ell \) may influence (or not) the evolutions based on local minimisation criteria on (1). The results will be illustrated mainly through carefully selected numerical experiments verified against analytical or semi-analytical results.
We will consider the following problems:

- The *nucleation* of a crack from a structure without stress singularity (e.g. a homogenous bar or a bar with a hole).
- The *propagation* of preexisting cracks along straight or curved paths.
- The *initiation* of a crack in a structure with a stress singularity represented by a notch with a finite opening angle.
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The study of damage development in industrial structures has become essential to avoid safety risks and economic losses. In complement to experimental investigations, advanced numerical simulation of damage appears as a promising approach. However, damage modeling still faces several difficulties. In the case of ductile damage, characterized by a large amount of plastic strain and negative hardening, plastic volumetric locking and spurious strain localization are observed and should be dealt with.

In this work, a logarithmic finite strain formulation is used which allows expressing the constitutive equations as in the small-strain theory. The damage model is based on the Gurson-Tvergaard-Needleman (GTN)[1] model which introduces an internal variable describing the evolution of void volume fraction in the material. The complete model takes into account the three steps of the damage evolution (i) cavity nucleation, (ii) cavity growth and (iii) cavity coalescence[2]. A non-local model with regularization of the equivalent plastic strain[3] is applied to the GTN criterion so as to solve mesh dependency and strain localization problem. Parametric studies are used to establish a simplified relation between the width of the localization band and the non-local regularizing parameter. Finally, the non-local model is combined with mixed “displacement-pressure-volume variation” elements to avoid volumetric locking.

The proposed model is used to simulate normalized specimens (NT, CT) with good agreement with experimental results obtained for a piping steel. Based on these preliminary tests, a simulation on a real-dimension tube will be performed.

References


Record breaking events in crackling time series

Zs. Danku and F. Kun

University of Debrecen, Department of Theoretical Physics,
P.O.Box:5., H-4010 Debrecen, Hungary
zsuzsa.danku@phys.unideb.hu

We investigate the statistics of record breaking (RB) events in the time series of crackling bursts in a fiber bundle model of the creep rupture of heterogeneous materials. In the model fibers break due to two mechanisms: slowly accumulating damage triggers bursts of immediate breakings analogous to acoustic emissions accompanying fracture. Record events are defined as bursts which have a larger size than all previous events in the time series. We analyze the statistics of records both in the limit of equal (ELS) and local load sharing (LLS) of the model and compare the results to the record statistics of sequences of independent identically distributed random variables [1, 2, 3, 4, 5].

For ELS (mean field limit), the number of records was found to grow with the logarithm of the event number except for the close vicinity of macroscopic failure where an exponential dependence is evidenced. The two regimes can be attributed to the dominance of disorder with small burst sizes and to stress enhancements giving rise to efficient triggering of extended bursts, respectively. Both the size of records and the increments between consecutive record events are characterized by power law distributions with a common exponent 1.33. In case of the waiting time distributions we found two distinct exponents for low and high loads. Studying the evolution of records we identify a load dependent characteristic scale of the system which separates slow down and acceleration of RB as failure is approached. When the interaction of fibers is localized RB sequences show qualitatively the same behaviour, however, with significantly different exponents [3].
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Strain localisation from eikonal nonlocal damage formulation with evolving internal length
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Integral nonlocal techniques are often used to regularise damage models in the presence of strain softening laws. Some questions concerning the identification of the internal length, its possible evolution during damage process and the need for special treatments of non-locality operators near the boundaries (e.g. edges, cracks) are however still open. A physical request is that material points separated by a crack or highly damaged zones should not interact (despite what is done in standard nonlocal integral theories).

This can be obtained by introducing an evolving internal length [1, 2, 3, 4] depending on mechanical fields (e.g. damage, strain, stress, ...), thus representing a progressive transition from Continuum Damage Mechanics to Fracture Mechanics when crack localises.

A novel interpretation of evolving nonlocal interactions was recently introduced by [5]. Based on the Wentzel-Kramers-Brillouin approximation for high-frequency wave propagation in a damaged medium, the authors defined the interaction distances as the solution of an Eikonal equation (i.e. a stationary case of the Hamilton-Jacobi equation). If a differential geometry interpretation is adopted, this leads to consider that damage curves the space in which the interaction distances are computed. Consequently, nonlocal interaction distances between each pair of material points coincide with their geodesic distances (i.e. the shortest paths in a curved Riemannian space).

The present work investigates and discusses numerical implementation and properties of such a regularisation technique, when applied to two-dimensional isotropic damage modelling.

Numerical developments are performed in Python language through the PyFEM non-linear finite element code [6]. An object-oriented Finite Elements (FE) implementation of standard integral nonlocal damage is first developed and discussed. The numerical formulation is then enhanced by introducing evolving non-local interactions. Eikonal equation is numerically solved over a conveniently defined computational grid (i.e. a connected, undirected and weighted graph) using a Fast Marching Method [7, 8].

Two-dimensional structured and unstructured FE meshes composed of 3-noded linear triangular elements are considered in the paper. For this particular problem a Fast Marching grid can be simply defined based on the FE mesh. Graph’s vertices are assumed to coincide with the elementary centres of gravity (i.e. gauss points), while graph’s arcs are
defined by all the segments relying each pair of vertex disposed on two opposite sides of each elementary edge (FE mesh). The initial weight (in undamaged condition) of each arc of the graph is assumed to coincide with the cartesian distance between its extremities. The influence of material damage is then taken into account by allowing the weight of the edges to evolve (increase) depending on the damage variables pertaining to the connected vertices.

Once this schematisation is introduced, a first-order accurate Fast Marching algorithm is used (at each mechanical loading step) to compute geodesic distances, and by that to extract the shortest path in Riemannian space curved by damage between each pair of interacting points. These computed distances are finally used, in FE computations, to define the kernel of Gaussian weighting functions to be used in integral nonlocal regularisation.

Several numerical examples are considered to analyse the proposed method. The influence of one or more damaged elements on nonlocal interactions is analysed for both structured and unstructured FE meshes. Finally, strain localisation in a 2D bar submitted to a uniaxial traction is numerically simulated.
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In this study, a recently developed higher order microplane (HOM) model for softening and localization [1], is numerically implemented within a finite element framework based on isogeometric analysis. The HOM model was derived directly from a three dimensional discrete particle model and it was shown to be associated with a high order continuum characterized by independent rotation and displacement fields. Furthermore HOM model was demonstrated to possess two characteristic lengths: the first associated with the spacing of flaws in the material internal structure and related to the gradient character of the continuum; and the second associated with the size of these flaws and related to the micropolar character of the continuum. The displacement-based finite element implementation of this type of continua requires C1-continuity both within the elements and at the element boundaries. This motivated the implementation of the concept of isogeometric analysis which ensures a higher degree of smoothness and continuity [2]. NURBS based isogeometric elements were implemented in a 3D setting and with both displacement and rotational degrees of freedom at each control point. The performed numerical analyses demonstrate the effectiveness of the proposed HOM model implementation to ensure optimal convergence in both elastic and softening regime. Particulary, the proposed approach prevents strain localization and spurious mesh sensitivity known to be pathological issues for typical local strain-softening constitutive equations.
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Remarks on constitutive laws and influence functions used in the Peridynamic theory
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Peridynamics is a recently proposed continuum theory based on a non local approach and formulated with integral equations [1-3]. This theory is particularly suitable for dealing with crack propagation in solid materials. Since the presence of cracks in a solid represents a discontinuity in the displacement field, the peridynamic formulation, which uses only integrals, overcomes the problems of the classical continuum theory of solid mechanics. In this way, the theory is able to treat the spontaneous formation of discontinuities at different locations together with their mutual interaction and growth in a consistent framework without any ad hoc criteria.

The main assumption of Peridynamics is that the body is composed of material points which interact with other points within a finite distance δ named horizon, which is linked to the characteristic length scale of the material and/or of the considered phenomenon [4]. In its simplest formulation, the equation that controls the motion of the points of the structure assumes the following form:

\[ \rho \ddot{u}_i = \int_H f\left[u(x_j,t) - u(x_i,t)\right] \delta V_i + b(x_i,t) \quad \forall x_i \in H, \]

where \( H_i \) is the spherical region of radius \( \delta \) centered at point \( x_i \), \( u \) is the displacement vector field, \( b \) is a body density force vector and \( f \) is called pairwise force function, which is a force per unit volume squared that represents the force that point \( x_j \) exerts on point \( x_i \) (bond). All constitutive information is contained in the function \( f \). Introducing vectors \( \xi \) and \( \eta \) respectively as the initial relative position and the current relative displacement of the points \( x_i \) and \( x_j \), the most common definition of the force function \( f \) is:

\[ f = c \cdot s \cdot \mu(\xi) \cdot \frac{\eta + \xi}{|\eta + \xi|} \]

where \( c \) is the bond stiffness (generally called micromodulus), \( \mu(\xi) \) is a history-dependent scalar function which takes the values 1 or 0 depending on the bond status (intact or broken) and \( s \) is the bond stretch. Considerations regarding the comparison between the elastic deformation energy in the classical theory of continuum and in Peridynamics [1] provide the definition of the bond stiffness \( c \) in terms of the Young’s modulus \( E \) and of the horizon radius \( \delta \). In the same way, the energy release rate of the material is related to the energy needed to break all the bonds crossing the fracture
The micromodulus $c$ can be supposed dependent [5] on the initial relative position introducing an influence function to weight every bond inside the horizon. In [7], it is demonstrated that even simple generalizations of these influence functions allow for the modulation of nonlocal effects within a constitutive model in order to describe a rich range of dynamic behaviour: the authors concentrate their attention on dispersive elastic wave correlation with a family of influence functions using the linear prototype microelastic brittle (PMB) constitutive laws.

In this paper the effect of influence functions and a wider class of constitutive laws (linear, bi-linear and tri-linear) will be investigated in relation to the crack paths obtained for static and dynamic problems. Then, the fracture energy release for the various cases and the distribution of fracture energy density inside the horizon will be evaluated: in fact the fracture energy density inside the horizon is variable even for the simplest constitutive law, i.e. PMB with unitary influence functions (no modulation of nonlocal effects). The effects of the influence functions on the fracture energy density distribution will be studied choosing constitutive laws that require the same energy to break a single bond.
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A non-local damage model for ductile fracture
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Ductile fracture may be modelled accurately utilising a unified approach combining Continuum Damage Mechanics and Fracture Mechanics concepts. Continuum theories may describe adequately large plastic deformations in ductile materials that may lead to internal degradation phenomena but near to failure a discontinuous model may be more suitable to represent surface decohesion and macro-crack propagation.

A possible solution to build a numerical model including the best features of the two approaches is to combine a FEM continuous damage model with the XFEM to deal with macro-cracks and their evolution. The continuous model is used to determine damage evolution and localization. Then from a critical damage state a macro-crack is introduced.

Several problems must be dealt with, so that a robust model is obtained. Firstly, during damage evolution and consequent local softening the traditional mesh dependence problem must be addressed. Here an integral non-local approach, associated with the damage variable, is used to regularize the numerical solution. Then a criterion for the transition from a full continuous to a partial discontinuous solution must be defined. A criterion based on critical damage value is adopted and an algorithm to avoid instabilities near to fracture is included. The algorithm is based on the inclusion of a cohesive law in the interaction between the two surfaces of a crack to model the material which is not fully degraded, so that an energetically consistent transition from damage to fracture can be obtained. Geometrical and energetic criteria are used to define crack size and orientation. Special attention is given to numerical integration within elements which are partially or totally cracked, having in view the incompressibility of plastic deformation associated with ductile behaviour. The subsequent crack propagation is governed by damage evolution near the crack tip.
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Nonlocal Averaging Near Boundaries and Its Influence on Size Effect
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Regularized formulations of constitutive models with softening can restore well-posedness of the resulting boundary value problem and provide numerical solutions that properly reflect localized dissipative processes in the material microstructure. All such formulations introduce (directly or indirectly) a new parameter with the dimension of length, which corresponds to the intrinsic length of the material and controls the width of the localized process zone and thus also the dissipated energy. For integral-type nonlocal formulations, such parameter is typically contained in the definition of the kernel of the averaging integral. Traditional nonlocal formulations usually assume that, in an infinite medium, the strength of the nonlocal interaction between two points depends exclusively on their distance. This simplifying assumption must be abandoned near the physical boundary of a finite body of interest, and a modified averaging scheme is needed in order to avoid or at least reduce various pathological boundary effects. Some refined models modify the averaging operator even at points far from the boundary and, by considering a variable intrinsic length in an evolving microstructure, attempt a better description of the transition from damage concentrated in a narrow but finite band to fully localized fracture.

The present study is a continuation and expansion of previous work [1], in which the distribution of dissipated energy density near convex and non-convex boundaries was investigated and the numerical results obtained for various nonlocal damage formulations were compared to the results of analyses based on a meso-mechanical model. Here, the objective is to demonstrate the link between the precise form of nonlocal averaging near the boundary and the size effect on nominal strength. The nonlocal formulations considered here include the standard rescaling of the weight function, an averaging scheme based on the so-called local complement (initially proposed in [2]), an approach modifying the internal length depending on the distance from the boundary, and an anisotropic averaging that takes into account the stress state. Based on numerical simulations, the size effect on nominal strength is evaluated for geometrically similar beams with notches of different relative depths, including unnotched beams. The numerical results are compared to a recently published large set of experimental data acquired for plain concrete specimens from the same batch [3]. It is shown that, with the standard rescaling of the weight function, it is impossible to achieve a good overall agreement for the whole range
of specimen sizes and geometries. Acceptable results can be obtained with the modified approaches, especially with the distance-based formulation, which is relatively simple and efficient yet leads to realistic results. This reinforces the conclusions of [1], which were based on comparisons against a meso-scale model and did not take into account any experimental data.
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The effect and the formulation of boundary conditions – such as free edges, notches and initial cracks – remain an open question for nonlocal models. One of the drawbacks of the standard nonlocal (NL) integral theory [1] consists in the nonphysical interaction, through the nonlocal averaging process, of points across a crack or a hole. The definition of natural boundary conditions of vanishing normal derivative of the nonlocal variable at the boundary is still under discussion for implicit gradient formulations. The continuous nucleation of a crack of zero thickness is not so simple as the thicknesses of the localization band and also of the band in which damage tends to 1 are not zero. They are proportional to the internal length introduced in the nonlocal approach. Local behavior along free edges – i.e. with a vanishing internal length – has been obtained by some authors [2-5]. The consideration of an internal length evolving with either the damage, the strain or the stress [6-9] seems a way to properly bridge Continuum Damage Mechanics and Fracture Mechanics as the internal length may then vanish for large values of damage. Such a feature is nevertheless quite difficult to enforce in nonlocal integral theories.

One attempts here to propose a solution to these main difficulties, first within the framework of the integral theory. The initial idea [10-11] is to keep the nonlocal integral averaging process but to quantify the distance between points as an effective distance, i.e. as a distance function for instance of the geometry and the state of the material between interacting points. In nonlocal internal time theory such an effective distance is defined from a dynamic process: how information (wave) propagates between interacting points. An internal time, constant, is introduced instead of an internal length, measured as evolving. Wave propagation provides information on interacting / non interacting points for the definition of the nonlocal averaging. The proposed approach naturally applies to both isotropic and anisotropic damage.

The question of the numerical implementation with damage/softening models naturally arises and is addressed here in 1D in order to point out the properties of the modified (wave) nonlocal approach. An important result of the 1D bar analysis performed is that mesh independency can be obtained with damage approaching 1 at a single point (and not in a spreading zone).

The pure geometric point of view that the effective distance between interacting points is increased by the damage field between them is then extended to 3D by means of the differential geometry interpretation that damage, possibly anisotropic, curves the space. Wentzel-Kramers-Brillouin (WKB) approximation for high-frequency wave propagation in a damaged medium allows us to define effective (interaction) distances as the solution of an eikonal equation, either isotropic or anisotropic, depending on the nature, scalar or tensorial, of the damage variable. This
builds a 3D pure geometric approach with no need anymore of many additional dynamics computations in a FE analysis. Such a result will simplify the numerical implementation in 2D or 3D as efficient algorithms for solving the eikonal equation (e.g. Fast Marching Methods) are available for both the isotropic and the anisotropic cases.

The proposed pure geometric approach applies to nonlocal integral as well as gradient-enhanced theories, making in both frameworks the internal lengths evolve and defining Eikonal NonLocal (ENL) damage models.
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A mixed three-field finite element formulation is proposed as a method for the alleviation of mesh dependency in finite-deformation inelastic problems subjected to bifurcation. The additional fields in the formulation are the internal variables that cause bifurcation and the corresponding conjugate thermodynamic forces. The formulation leads to expressions for the additional fields that are akin to nonlocal averages that extend to a domain defined by the interpolation functions selected for these fields. The size of the nonlocal domain controls the length scale of the problem. The performance of the formulation is demonstrated by several examples where it is shown that it is effective in alleviating mesh dependence.

The formulation provides effective regularization, entirely by-passes the introduction of new and independent mechanical variables into the problem, discretizes naturally, computes averages with regular interpolation functions, and does not require changes to constitutive relationships.

Sandia National Laboratories is a multi-program laboratory managed and operated by Sandia Corporation, a wholly owned subsidiary of Lockheed Martin Corporation, for the U.S. Department of Energy’s National Nuclear Security Administration under contract DE-AC04-94AL85000. This work was partially funded by the U.S. Department of Defense Joint Munitions Program.
Relationships between the cohesive zone model (CZM) and thick level set (TLS) damage model for quasi-brittle fracture
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Two main families of methods exist to model failure of quasi-brittle structures. The first one consists on crack based models, like cohesive zone models. The second one is a continuum damage approach that leads to a local loss of stiffness. Local damage models need some regularization in order to avoid spurious localization. A recent one, the Thick Level Set damage model, bridges both families by using level-sets. Cohesive and TLS models are presented. The cohesive one represents quasi-brittle behaviors with good accuracy but requires extra equations to determine the crack path. The TLS has proved its capability to model complex crack paths while easily representing cracks (i.e. displacement jumps); contrary to most damage models.

A one-dimensional analytical relationship is exhibited between TLS and cohesive models. The local damage behavior needed to obtain the same global behavior of a bar than with cohesive model is derived. It depends on the choice of some TLS parameters, notably the characteristic length $l_c$. This local behavior is applied to bi-dimensional simulations of three point bending as well as mixed-mode single edge notched specimens are performed. Results are compared to cohesive simulations, regarding both crack paths and force-CMOD curves.

Force-CMOD curves obtained are very similar with both models. Theoretical analysis in 1D and numerical results in 2D indicates that, as $l_c$ goes to zero, TLS results tend to CZM ones.

The TLS model yields very similar results to the cohesive one, without the need for extra equations to determine the crack path.
Inelastic phenomena in the mechanical performance of solids are mainly attributed to two distinct irreversible and energy-dissipative processes: (1) plastic deformation, that takes place along the slip planes, and (2) damage, which generally is caused by the initiation, coalescence and propagation of microcracks and microvoids at regions of high stress concentrations. The development of theoretical and posterior computational models that describe such complex behavior has received a great deal of attention as a consequence of their importance in practical engineering applications. These models find their theoretical foundations in Plasticity theories, Continuum Damage (CDM) and Fracture Mechanics (FM), whereas their corresponding numerical models have been mostly developed within the context of FEM.

For a wide variety of quasi-brittle materials, the constitutive microplane models of damage constitute a modeling strategy that can accurately describe the anisotropic development and growth of microcracks as well as plastic effects [3]. For the particular case of damage, in comparison to tensorial-like damage formulations [1], microplane-based models provides a simple and efficient way for representing the shift from isotropy to anisotropy. Through the use of such modeling strategy, the inelastic deformation, e.g. damage and/or plasticity, is linked with its orientation and the material response is directly evaluated for this orientation. Therefore, the material response can be evaluated by means of projecting the macroscopic stress and strain tensors in different planes of given orientations, which are denominated as microplanes. Based on this projecting procedure, the overall response of the material can be obtained through the combination (average) of the responses corresponding to all possible orientations [3,4].

This contribution presents a theoretical formulation of a thermodynamically consistent framework to couple microplane damage and plasticity models. In this setting, a first attempt to coupled damaged-plasticity microplane-based models was developed in [4], preserving the thermodynamic consistency of the formulation following an analogous scheme to that formerly developed for macroscopic plasticity-damage models based on CDM, see [5]. Differing from former alternatives and in analogy to the formulation of classical macroscopic coupled models given in [2], a different strategy is followed to formulate such thermodynamically consistent framework to perform the coupling procedure
between both dissipative mechanisms. In this way, the resulting formulation herein proposed furnishes a coupling scheme without relying on the classical assumption such that the first of these inelastic phenomena induces the subsequent one (and therefore the computation order among them is fixed prior to the start of the computation). In contrast to this, we present a theoretical framework and its corresponding computational derivation in which none of the inelastic mechanisms has prevalence over the other one. Moreover, the term consistent here refers to two main aspects with regard to the present formulation: (1) the satisfaction of the second law of the thermodynamics through the evaluation of the Clausius-Duhem inequality, and (2) the fact that the original damage and plasticity microplane based models remain unmodified throughout the envisaged coupling procedure.

The modeling strategy herein developed can be used as a basic framework for the development of computational models for the quasi-brittle materials when damage and plasticity appear together. Thus, from the computational point of view, a detailed description of the numerical algorithm used for the computational implementation is outlined. The corresponding numerical model was incorporated into the general purpose finite element code FEAP by means of a user-defined material routine. Finally, a simple numerical example is presented to examine the capability of the framework to capture both inelastic mechanisms.
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Benefits of numerical experimentation to formulate and calibrate constitutive laws for concrete
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The formulation and use of robust macroscopic constitutive laws that can handle the complex behaviour of quasi-brittle materials, such as concrete, is still an open question [1]. Despite the fact that significant progresses have been noticed over the last decades, further efforts are still needed when dealing with the case of cyclic loadings. One of the main limitations is the lack of experimental data required to characterize and to identify these complex constitutive laws, which need numerous material parameters. In this work, we propose to use a fine scale model to provide reference data instead. The fine scale model lies in a combination of a lattice and rigid particles (DEM), of which, the behaviour, the identification process and the efficiency have been investigated previously [2, 3].

First, the fine scale model is used to simulate the concrete behaviour under uni-axial tensile cyclic loading. From original post-treatments (number of closed-cracks, frictional dissipated energy), a new and robust formulation of constitutive laws is identified. Second, from the variations of different energies (elastic, fracture, friction) in the fine scale model, the full set of material parameters related to the macroscopic model is calibrated. Representative simulations at the member scale are carried out for validation purposes.
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Numerical Simulation of Fracturing in Steel Fiber Reinforced Concrete Structures using Interface Solid Elements
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Aiming at the development of a numerical platform for the analyses of structures made of fiber reinforced concrete (FRC), a series of model components are presented, which allows to investigate the effect of various composite parameters (fiber type, fiber content and distribution, concrete strength) at different length scales.

The basic ingredient at the level of single fibers is an analytical model allowing the prediction of the pullout response of a steel fiber, either straight or with hooked end, with or without inclination with respect to the loading direction, taking into account the interfacial slip, the plastic deformation of fiber and the localized damage of concrete [1]. To investigate the bridging effect of an opening macro crack in the FRC composite containing a number of distributed fibers, a representative volume element (RVE) with the crack plane located at the center is considered. The traction-separation relation is obtained via the integration of the pullout responses of all the fibers intercepting the crack, taking the content and distribution of fibers into consideration [2].

For the numerical simulation of fracture processes in FRC at the level of structures, a mesh fragmentation technique based upon interface solid elements [3, 4] is used to capture propagating cracks. This approach is characterized by embedding strong discontinuities in finite elements with almost zero thickness which are a priori placed between all bulk elements. The inelastic material laws for the interface solid elements are obtained from crack bridging laws. Selected 2D and 3D numerical examples demonstrate that the fracture paths in plain- and in fiber reinforced concrete structures under tension-dominant loading conditions can be well captured without employing any crack tracking technique (see Fig. 1 and Fig. 2).
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Figure 1: Simulation of a notched FRC beam under 3-point-bending: (a) Comparison of force vs. crack mouth opening displacement relations for two fiber composites and plain concrete. (b) Deformation (scale = 10) and contour plot of crack opening magnitude.

Figure 2: Simulation of Brokenshire’s (torsion) test on plain concrete: (a) Comparison of force vs. crack mouth opening displacement relations. (b) Deformation (scale = 100) and contour plot of crack opening magnitude.
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Recent damage models, based on a continuum description of the media, succeed in representing the main features related to the complex behavior of quasi-brittle materials such as cracking, crack closure effect and permanent strains \cite{1}. Nevertheless, cracking is described in a diffuse way and it is always difficult to quantify the cracking features such as openings and spacing. Post-processing methodologies are needed to estimate the aforementioned quantities \cite{2}.

Recently, a new concept of displacement discontinuities embedded into a standard finite element has come up in the continuity of the smeared crack approach. The kinematics of a traditional finite element is enhanced by a displacement jump which represents the crack opening. In our study, the Embedded Finite Element Method (E-FEM) is used \cite{3}. Numerically, the enhancement related to the displacement jump takes places locally in the element. The non-linear behavior is handled by a tension/separation law characterizing the energy dissipation on the discontinuity.

The objective of our study is the development of a kinematic enhanced damage model to represent cracking patterns of reinforced concrete components subjected to seismic loadings. Within the framework of earthquake engineering in which time-consuming non-linear dynamic analyses have to be carried out to make seismic assessments, the use of reduced kinematic-based elements such as plates and shells is relevant to model reinforced concrete components like slabs or shearwalls. An anisotropic damage model, based on micromechanical assumptions, is used \cite{4}. This model allows accounting, in a natural manner, for particular crack orientations in reinforced concrete membrane elements. A ”discrete” damage formulation is considered by introducing $p$ couples of microcrack densities and directional tensors, denoted by $\rho_pN_p$. Microcrack densities $\rho_p$ are considered as internal variables and the directional tensors $N_p$ are constructed as the tensor product of the normal to the crack. The model can represent either mode-I and mode-II cracking...
mechanisms which can be handled independently.

This model is then enhanced with the strong discontinuity kinematics. Regularization of the Dirac distribution [3] provides a consistent discrete constitutive model expressed in terms of traction/separation law. Some numerical simulations will be shown to illustrate the performances of this model.
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Wedge Splitting Tests (WST) is a method to perform stable fracture mechanics tests on quasi-fragile materials which provides a relatively simple manner to obtain the specific fracture energy parameter $G_F$ using simple specimens like cubes or cylinders [1]. The stability of the fracture propagation depends on the interaction between of the control parameter chosen (displacement or deformation control), the stiffness of the testing machine, the specimen stiffness and the specimen geometry, as well as the material properties [1].

In this paper, experimental results performed in-house of an unstable WST were simulated by means of the FEM and fracture-based zero-thickness interface elements. Standard elastic continuum elements were used to represent the rock, the steel loading plates and an “equivalent spring” to the testing machine compliance, while interface elements were used for the notch and along the potential crack path. The interface elements representing the notch were equipped with linear elastic constitutive law, with very low elastic stiffness $K_n$ and $K_t$, so that they do not oppose any significant resistance to opening. The constitutive model used for the interface elements along the fracture path was the elastoplastic constitutive model with fracture energy-based evolution laws described in detail in [2].

In order to obtain a specimen geometry suitable for a stable WST without modifying the remaining significant parameters (machine stiffness and control parameter), a number of additional simulations were performed varying the notch length, until a load-COD curve without snap-back was obtained. Finally, a new experimental WST with the modified geometry was performed leading to a stable load-COD curve, which turned out in very good agreement with the predicted one.
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Fracture of quasibrittle materials as cementitious materials is characterized by the development of a micro-cracked damaged zone ahead of the main crack, called Fracture Process Zone (FPZ). This zone is responsible for the dissipation the elastic energy stored in the structure due to stress redistribution. The characterization of the FPZ constitutes a major challenge for the understanding of concrete mechanical behaviour. In fact, the FPZ has many consequences on the strains localizations, the size effect and the capability of numerical models to reproduce the realistic behaviour of concrete.

The aim of our study is to develop a numerical model without kinematic discontinuity (cracks modelling) which describes damage mechanisms in concrete under mechanical stress ranging from diffuse failure to localisation and final discrete failure. The used damage model is the isotropic damage model developed by Fichant & al. [1]. This later is implemented in the finite elements code Cast3M\textsuperscript{©}. It is based on the continuum damage mechanics and on the relation between the total stress and the effective stress of the material. This model takes into account the crack closure effects (unilateral effect) and the plasticity. Moreover mesh dependency is partially controlled by an energetic regularization method. In order to have a realistic description of the fracture process and the corresponding effect of concrete heterogeneities, a mesoscale modelling is required [2]. The volume of concrete is defined by two different phases: a matrix consisting of the cement paste or mortar, and aggregates which are randomly placed, from the largest to the smallest, according to the grain size analysis. A diffuse meshing method, with matrix and aggregates properties projected on the shape functions of the finite element mesh was used. This method allows to model particle sizes distributions from ranges to less than mm to several cm. The mesoscale damage model requires few input parameters (Young modulus, Poisson’s ratio, tensile strength, fracture energy) for mortar and aggregates which can be assessed by simple tests. Working on damage and cracks fields from this model is crucial for the FPZ characterization.
Initially, the effect of input parameters on the damage fields and the macroscopic mechanical behaviour was studied. Then, the relevance of modelling all classes of aggregates was investigated. In addition, this study allows to determine the role of different sizes of aggregates on the FPZ development. Finally, according to the equivalent linear elastic fracture mechanics (LEFM\textsubscript{eq}), the crack growth resistance curves or R-curves were plotted based on the load-displacement curves obtained with the numerical concrete [3]. The results show that the mesoscopic damage model is able to assess an internal length contrary to non-local damage models in which it is an inherent input parameter.
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The nonlinear systems of equations resulting from the finite element modelling of quasi-brittle material are most-frequently solved using Newton-based incremental-iterative schemes. However, the poor convergence characteristics and frequent numerical breakdowns of those solutions schemes, when solving problems involving quasi-brittle materials, make the nonlinear finite element analysis of such materials truly numerically challenging. The motivation for the work of this paper is largely because of the aforementioned issues.

An incremental-iterative numerical approach for nonlinear finite element analysis of quasi-brittle materials is presented. The new method, named smooth unloading-reloading (SUR) approach, improves the robustness and convergence properties of a finite element isotropic damage model when applied to fracture problems in quasi-brittle materials. The SUR approach uses a target function and an unloading-reloading function to compute an approximate tangent matrix with an incremental-iterative Newton type solution procedure. A predictive-SUR algorithm is also developed for further accelerating the SUR method solution, in which a predictive function is used for calculating a predictive converged value of a damage evolution parameter.

A number of idealised quasi-brittle fracture examples are used to evaluate the performance of SUR and predictive-SUR approaches. These examples were chosen for their numerical characteristic and are not based on real experiments or structures. The examples demonstrate that the new SUR method is robust and lead to significant savings in the total number of iterations to achieve convergence, compared to solutions obtained with a reference model with secant unloading-reloading behaviour. Furthermore, results proved that numerical breakdown of the nonlinear solution procedure never arose when SUR approach was carried out. In addition, the numerical results show that the predictive SUR approach is reliable and always resulted in overall iteration numbers equal or below those obtained with the standard SUR approach, in some examples these savings were enormous.

The authors may also explore performance of the SUR methods for continuum damage and strong discontinuity.
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Numerical simulations to determine the constitutive parameters of the oxide layer in corrosion of reinforced concrete
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When corrosion of the steel reinforcement occurs in concrete structures, cracking of the concrete cover might result, among other effects, from the generation of an expansive oxide layer. In the simulation of this type of cracking, the constitutive parameters of the oxide have been proved to be crucial, as presented in previous conferences. However, there is a lack of experimental information about those parameters, due to the difficulty to perform direct in place measurements.

To obtain information close to the oxide layer that permits to narrow the uncertainties about the oxide, an experimental and numerical study was carried out using as specimens concrete prisms reinforced with a steel tube. Accelerated corrosion tests were carried out and the variation of inner diameter and inner volume of the tube were measured with special instruments, which provided additional information to that obtained in specimens reinforced with a bar, mainly the crack width. Simulations of the tests were carried out, using finite elements with an embedded cohesive crack for the fracture of concrete [1], and expansive joint elements for the oxide [2], and the variation of inner diameter and volume were recorded. For the fracture parameters of concrete, experimental characterization was carried out, while for the parameters of the oxide, a numerical study was necessary. The results in the simulations were compared to those obtained in the experiments, and the influence of the parameters of the oxide was analyzed. Finally, the values for the constitutive parameters that best reproduce the experimental results were determined.
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In 1921, Griffith introduced the concept of energy release rate in brittle fracture: below a certain amount of energy, no crack extension can occur. A variational formulation of this idea has been proposed by Francfort and Marigo [1] in the late 90’s whose a regularization (1) has been recently developed by Schmidt et al. [4].

\[ F_\epsilon(u,\varepsilon^*,t) = \int_{\Omega} W(\varepsilon(u) - \varepsilon^*) dV - \int_{\Gamma_f} T \cdot u dS + G_c |C_\epsilon| \]

(1)

where \( T \) is the applied traction on the part \( \Gamma_f \) of the boundary of the domain \( \Omega \), \( W \) is the elastic strain energy density of the body, \( \varepsilon(u) \) is the strain operator of linear elasticity, \( \varepsilon^* \) is an eigendeformation field [2], \( G_c \) is the critical energy-release rate and \( \epsilon \) is a small length which defines \( C_\epsilon \) an \( \epsilon \)-neighbourhood to the crack, \(|\mathcal{D}|\) is the measure of any domain \( \mathcal{D} \). When \( \epsilon \) tends to zero the standard Griffith’s theory is recover.

The minimization of the functional (1) within the finite element framework was firstly realized by Pandolfi and Ortiz [3] in the context of homogeneous elastic media. These authors proposed to model the crack propagation associated to the eigenerosion using a ’killing element’ method (deletion of elements verifying the crack propagation criterion). Two physical quantities areinvolved in this process.

- A variation of energy.

\[ -\Delta E_K = \frac{1}{2} u^T \Delta S_K u + \frac{1}{2} u^T S K S^{-1} \Delta S_K u \]

(2)
where $\Delta S_K$ is the stiffness matrix of the $K$-th element, $S$ is the stiffness matrix of the meshed body where the element $K$ is removed and $u$ the displacement field before the erosion or equivalently before the assumed crack propagation. For sake of simplicity, [3] have taken into account only the element contribution in the equation (2).

- A crack length increment. For a crack occupying a domain $C$, the size of its extension is evaluated by a neighbourhood process [3]:

$$\delta A(K) = \frac{|(C \cup K) \setminus C_\epsilon|}{2\epsilon},$$

(3)

where $(C \cup K)$ is the current neighbourhood of the crack, $C_\epsilon$ is the previous configuration of the crack-neighbourhood and $K$ is the current killed element. When $\epsilon$ tends to 0, $\delta A(K)$ approaches the physical increment of the crack.

In the present work, 1/ we investigate a criterion with a both local-global energy, 2/ we propose an extension of the eigenerosion method to fracture dynamics, 3/ we point out and clarify some technical problems related to the crack length increment (new crack-neighbourhood process, crack-boundary interactions, crack-crack interactions) and 4/ we extend the eigenerosion method to heterogeneous media. Each development is validated on benchmark.

The extension to heterogeneous media is based on a local predictor-corrector method. The prediction phase consists in determining the elements that are candidates to the erosion process, i.e. that maximize the ratio $-\Delta E_K / [\delta A(K) G_c(K)]$ over the structure, where $G_c(K)$ denotes the critical energy release rate of the $K$-th element depending on the underlying phase. This extension to heterogeneous media is applied to an engineering problem: the study of the crack tortuosity in concrete media. The effect of two distinct parameters is studied: the aggregates volume fraction and the size polydispersity of the aggregates.

Moreover, the extension of the method to the 3D case is actually studied.
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A size effect in concrete elements causes that both the nominal structural strength \( \sigma_N \) and material brittleness decrease with increasing characteristic specimen dimension \( D \). Thus, concrete becomes ductile on a small scale and perfectly brittle on a sufficiently large scale. The reasons of this behaviour are [1]: a) the presence of intense localized regions with a certain volume which precede macro-cracks and contribute to a deterministic size effect and b) a random distribution of material properties contributing to a statistical size effect. The first statistical theory introduced by Weibull [2] postulated that a structure was as strong as its weakest component. The statistical size effect by Weibull ignored a spatial correlation between local material properties and a deterministic size effect. Combining the energetic theory with the Weibull statistical theory, a general energetic-statistical theory was developed by Bazant [1], [3].

Our extensive numerical FE investigations of a coupled energetic-statistical size effect in unnotched concrete beams of a similar geometry under quasi-static three point bending were performed within elasto-plasticity with non-local softening to obtain mesh-independent results [4], [5]. The FE analyses were carried out with four different beam sizes scaled in two dimensions. The deterministic calculations were performed with the uniform distribution of the tensile strength \( f_t \). In turn, in stochastic calculations, the tensile strength \( f_t \), fracture energy \( G_F \) and elastic modulus \( E \) took the form of spatially correlated random fields described by a Gauss distribution (with the prescribed mean value \( \mu \), standard deviation \( \sigma \) and correlation length \( l_{cor} \)). A physical relationship between the cross-correlated distribution of \( f_t \), \( G_F \) and \( E \) was assumed, i.e. the lower \( f_t \), the lower is \( E \) and higher is \( G_F \). In order to reduce the number of stochastic simulations, the stratified sampling technique was applied [4]. Initially, the FE calculations were performed with the spatially varying \( f_t \) only, the length of the spatial correlation \( l_{cor} \) ranged from 15 mm up to 150 mm and the variation coefficient \( cov=\sigma_{f_t}/\mu_{f_t} \) (keeping the constant \( \mu_{f_t} \)) varied between 0.15 and 0.20. In the next FE calculations, the
simultaneously varying tensile strength $f_t$, fracture energy $G_f$ and modulus of elasticity $E$. were assumed. The strong or weak cross-correlation between $f_t$, $G_f$ and $E$ was taken into account. The numerical outcomes showed a strong coupled energetic-statistical size effect in concrete beams [4]. The influence of the correlation length $l_{cor}$ was found to be strong with respect to the variation coefficient of the stochastic nominal strength. The higher $l_{cor}$, the higher was the coefficient of variation. A similar influence had the increasing standard deviation $\sigma$. The simultaneously spatially varied parameters $f_t$, $G_f$ and $E$ slightly affected the mean stochastic nominal strength.
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Fracture of quasi-brittle materials such as concrete or rocks is characterized by a macro crack surrounded by a damage zone. At the tip of the macro crack and ahead lies the so-called Fracture Process Zone (FPZ) which is a region of the material undergoing distributed damage. The size of the FPZ in these heterogeneous materials is large enough to influence the mechanical behaviour of the structure significantly. It does not depend on the structural size, but it is rather controlled by the local heterogeneities in the material as well as by the geometry of the specimen and the stress conditions. Therefore, size effect, understood here as the dependence of the dimensionless nominal strength of a structure on its size, is observed.

Experimentally, this damage zone may be characterized with the help of several direct and indirect techniques. The localization of acoustic events that can be detected during crack propagation is one well established technique from which the FPZ can be visualized and characterized. The acoustic events generated during micro-cracking are recorded and post-processed in order to localize them with the help of time-of-flight algorithms. Hence, this technique provides information on the entire crack propagation process composed of distributed micro cracking and further coalescence into a macro crack.

As far as modeling is concerned, continuum based approaches and discrete or mesoscale models are available. The first one involves a characteristic length which controls the size of the FPZ. In recent models, however, it has been pointed out that this internal length is not constant during the fracture process and also that it is influenced by boundaries, which could be expected since experimental works on fracture in concrete underline the influence of boundaries on the fracture energy. The second approach relies on a mesoscale description of the material and on an explicit description of the heterogeneities in the material. As opposed to the continuum approach, mesoscale models do not introduce any characteristic length. At the scale of a lattice element or a discrete element, softening is introduced as a local property.

Grassl and co-workers [1] demonstrated that mesoscale modeling was very efficient at describing not only size effect on the peak load, but also the entire load deflection response of bending beams. Four geometrically similar sizes and three different notch lengths were considered. The experimental data obtained by Grégoire et al. [2] could be quite accurately described, once the model parameters at the mesoscale level had been
calibrated for one notch length. In addition, the authors used this model for studying the incremental distribution of the dissipated energy densities, and they were able to track the evolution of the fracture process zone in the structure, depending on the size of the beams and on the boundary conditions.

In addition, Grégoire and co-workers [3] demonstrated that this mesoscale approach is also capable to capture the local failure process realistically. Three point bending experiments coupled with acoustic emission analyses provided global responses of the same bending beams and local data in the form of the distribution of the acoustic events and its evolution in the course of fracture. The experimental data obtained by Grégoire et al. [3], in term of energy dissipation maps and histograms of the distances between damage events, could be quite accurately described with the same set of model parameters. Particularly, the agreement between the distributions of the relative distances between damage events show that the mesoscale model depicts the fracture process zone and its evolution during failure in a very consistent way compared to acoustic emission data. Unfortunately, and contrary to the case of direct tension, these histograms cannot be interpreted easily because the effect of the strain gradient in bending beams cannot be easily separated from the interaction between damage events that may develop in the course of fracture.

The purpose of this paper is to provide a further insight in the description of failure with the help of statistical analyses of damage. The statistical analysis relies on the implementation of Ripley’s functions [4], which have been developed in order to exhibit patterns in image analyses. First, it is shown how Ripley’s functions may be used in the context of damage mechanics to extract correlation length between damage events. Then, comparisons are presented showing the evolution of extracted correlation lengths during mesoscale numerical simulations and experimental three point bending tests where damage events are localized by acoustic emission techniques. Finally, numerical investigations of correlation length evolutions upon failure are presented for both direct tension and three point bending specimens. Results show that the computed correlation length is not constant during failure and significant differences may be observed depending on the type of loading applied to the same specimen.
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The modelling of fracture in concrete structural components has been under investigation for several decades. Many efficient and robust material models are available today. Usually, a solution is obtained by applying load incrementally in a number of small steps in which an iterative algorithm is employed. The robustness of the chosen iterative scheme is of importance. Problems with the convergence of iterative methods in the case of bifurcations, snap-backs, sudden changes in constitutive law, etc., have led to the development of non-iterative methods.

Non-iterative methods can be applied in connection with damage-based saw-tooth constitutive laws composed of linear segments (which when extended pass through the origin of the stress-strain space) followed by immediate jumps to lower stiffness. The classical load-unload \((L-U)\) solution method is usually used. It was developed for lattices, but can be applied also in connection with finite element method [4].

The \((L-U)\) solution scheme proceeds simply by loading the linear system until one (critical) element reaches its strength. The critical element is damaged or completely removed and a new stiffness matrix is evaluated for the next step. The whole load is released then the system with reduced stiffness is loaded again until another rupture occurs.

Another method applicable to the saw-tooth type of constitutive law is the force-release \((F-R)\) method developed to simulate brittle fracture in lattice models [3] and to improve the sequentially linear concept for non-proportional loading paths [2]. The \(F-R\) method resembles dynamic process of redistributing released stresses from damaged elements while the external load is kept unchanged. During the redistribution, the system evolves from static equilibrium state through disequilibrium states until the static equilibrium is reached again. In contrast with the \((L-U)\) method, the \(F-R\) algorithm does not unload to the origin after every rupture, but keeps the whole previously applied load acting. It starts from an equilibrium state (initially, the load-free structure), and after rupture in critical element occurs, sequentially linear process of redistributing released stresses is performed. Within the redistribution, other elements may break.

It has been shown that \((L-U)\) and \(F-R\) methods yield different results [3]. It is difficult to judge which method is better, especially for the proportional loading path. Both of the methods are rough approximations of a complex dynamic process. Therefore, the consideration of time scales allows some comparison between the methods.
The contribution shows that the F-R method is suitable for processes where the redistribution is much faster than the reaction speed of the external load, whereas the L-U method is good choice for systems with long redistribution times compared to the reaction time of the external load. Moreover, a general method that connects the L-U and F-R algorithm is developed. This method is essentially nothing else but the F-R method extended to allow the modification of the external load during redistribution. Both L-U and F-R methods can be viewed as special cases of the general method.

The general algorithm can be used with indirect control of the simulation and also in connection with non-proportional loading paths. More details and examples can be found in [1].
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(a) Phase diagram describing the different crack propagation regimes

(b) Macroscopic effective fracture properties

\textbf{FIGURE 1} – Failure regimes and effective fracture properties of fracture planes with a heterogeneous distribution of local toughness. $\Delta$ denotes the relative amplitude of toughness contrast and $k$ the number of the heterogeneities along the crack front.

Effects of small scale heterogeneities on the macroscopic fracture properties of materials are various, going from crack bridging, deflection, screening... to crack front pinning. Quantifying these effects is a complex problem in mechanics involving several scales, namely the heterogeneity, crack and body sizes. Here, among these effects we focus on crack front pinning. The basic mechanism is that the crack advance is slowed down or even pinned at places of the crack front facing some stronger material. We make the further assumptions of (i) brittle fracture, (ii) tensile, mode I loading and of (iii) planar crack propagation. They apply in particular to cracks propagating along a textured interface, as one can encounter in multifunction double glazing or in electronic chips. The situations investigated here are also representative of crack pinning phenomena encountered in many materials at their microstructure scale. This study is thus a first step toward the description of more complex situations.
The question we aim to deal with is as follows: How can we predict the fracture properties at the large scale from the knowledge of the toughness map at the small scale? This requires the definition of some macroscopic toughness, and a method to calculate them. Here, we illustrate the difficulty of the task on some model toughness map, chosen to be as simple as possible, but complex enough, to catch some possible effects of large crack front deformations.

More precisely, we consider the propagation of a circular crack in a particular heterogeneous toughness map, of radial symmetry, for which the toughness is invariant in the propagation direction. This map allows us to study the combined effects of toughness contrast level and heterogeneity size. At the microscale, the crack advance is driven quasi-statically by Irwin’s or equivalently Griffith’s local thresholds, $\kappa_c(M)$ and $\gamma_c(M)$. At the macroscale, some definition of a macroscopic stress intensity factor $K$ and energy release rate $G$ are introduced leading to some Irwin’s and Griffith’s criterions involving some effective macroscopic toughness $K_c$ and fracture energy $G_c$. To solve the problem [1], we use the finite perturbation method, proposed by Rice (1989) and further developed numerically by Bower and Ortiz (1990) and Lazarus (2003, 2011). It is based on numerical multiple iterations of first order perturbation approaches. The crack front has to be meshed making the method efficient and sensitive enough to solve our problem involving the interaction of the crack front with local heterogeneities.

Different propagation regimes are found depending jointly on the contrast level and the heterogeneity size (fig. 1(a)) : the crack front may reach, or not, a shape for which the local stress intensity factor equals the local toughness at each point of the front [1]. For small enough contrasts, both macroscopic Irwin and Griffith’s thresholds are found to be equivalent and the macroscopic quantities $K_c$ and $G_c$ are equal to the corresponding mean value, $\overline{\kappa}_c$ and $\overline{\gamma}_c$, of the local maps $\kappa_c$ and $\gamma_c$. For larger contrasts, both quantities decrease with the toughness contrast and the heterogeneity size, from their average down to their minimum local values (fig. 1(b)).

This study is a first step toward homogenisation in brittle fracture for highly heterogeneous material, taking into account the deformation of the crack front induced by the heterogeneities. We envisage now to apply it to more complex toughness maps and to compare the results with some experiments analogous, albeit more complex, to those of [2, 3]. Further developments of the current method include its extension to dynamic propagation and out-of-plane excursions of the crack.

**Références**


Effect of Non-Uniform Stress Field on Bi-dimensional Cohesive Crack Initiation and Propagation
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Griffith’s theory of fracture \cite{1} based on the concept of critical energy release rate $G_c$ remains the most used in fracture mechanics thanks to its simplicity in terms of material behavior. However, this theory contains many major drawbacks. In particular, the stress singularity is present at crack tips and it is impossible to initiate crack from a sound body. Basing on ideas of Dugdale \cite{2} and Barenblatt \cite{3}, cohesive-zones models have been proposed since 1960 to extend the drawbacks of Griffith’s theory. According to the models, a cohesive zone in which the crack lips are subjected by cohesive force locates between the cracked part and the sound part of the body. Cohesive-zone models represent a widely used alternative method to analyze crack growth.

This paper is interested in the effect of non-uniform stress field on cohesive crack initiation and propagation in bi-dimensional elastic infinite structure through complex analysis (\cite{4}, \cite{5}). The loading is monotonic and $\Delta$ denotes the loading parameter. In the first part, the Dugdale’s cohesive law is investigated. Using this cohesive law, the cohesive stress is equal to $\sigma_c$ along the crack while the loading parameter is smaller than a critical value $\Delta_c$. The crack is assumed to be always on the symmetrical plan of structure and in mode I. It should be demonstrated that the crack length is proportional to $\sqrt{\Delta}$. This result leads us to introduce a characteristic length $l$ which relates to the non-uniformity of stress field. The crack opening can be also calculated as a regular function of coordinate and of loading parameter $\Delta$. This function is maximal at the center of crack and its derivative is equal to 0 at crack tips. The analytical results fit perfectly with numerical simulation which is realized with finite element software Code_Aster (see Fig. 1). At the critical loading $\Delta_c$, the stress-free zone appears in the center of crack. It is shown that the crack lengths-loading parameter curves contain the snap-backs and the crack lengths evolution is discontinuous at $\Delta_c$. The scale effect will be discussed in this part of the paper.
In the second part, the paper focuses on a more general problem using Barenblatt’s linear cohesive law. The dependence of cohesive force on displacement jump is considered. The non-singularity condition of stress field and the complex analysis lead us to the resolution of an integro-differential equation concerning the dimensionless crack opening. Developing the latter as a sum of Chebyshev’s polynomials of the dimensionless coordinate, the crack evolution can be investigated approximately. It is demonstrated that the dimensionless crack opening is a regular function of dimensionless coordinate and crack length. The results of Dugdale’s cohesive crack can also be verified by the Chebyshev’s polynomials method.

The work is part of studies on the understanding of the crack initiation and propagation phenomena in plastic medium for EDF’s industrial problems.
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3D crack propagation with X-FEM cohesive elements

P. Massin¹, G. Ferté¹,², N. Moës²

¹ Institute of Mechanical Sciences and Industrial Applications, UMR EDF –CNRS-CEA-ENSTA 9219, Université Paris-Saclay,
828 Boulevard des Maréchaux, 91762 Palaiseau Cedex, France
{patrick.massin, guilhem.ferte}@edf.fr

² GeM, Centrale Nantes, Université de Nantes, UMR CNRS 6183,
1 rue de la Noë, BP 92101, 44321 Nantes, France
nicolas.moes@ec-nantes.fr

In case of brittle failure of metallic components or reinforced concrete structures, trajectories are often unknown in case of mixed mode loading. The X-FEM cohesive model presented in this talk will address the issues of crack bifurcation and crack advance.

A procedure in four steps is adopted: computation of the equilibrium state in the presence of cohesive forces with a given potential crack surface, detection of the updated crack front on the surface from the computed cohesive state, determination of bifurcation angles along the front, and update of the potential crack surface accordingly.

The cohesive model that is used [1] allows initial perfect adherence. It relies on the use of an XFEM-suited reduced space of Lagrange multipliers [2, 3], on the use of a mortar formulation to write the cohesive law from quantities defined over this space in an appropriate manner, and finally on a lumping strategy leading to block-wise diagonal operators.

The originality of the approach lies in the a posteriori computation of the crack advance speed that is naturally embedded in the cohesive model, while in most of the literature it is determined beforehand based on the stress state ahead of the front. A first rough updated crack front is computed from the internal variables of the cohesive law. This rough crack front is then converted into a smooth crack advance speed, itself converted back into a new smooth crack front location with the help of the level-set formalism.

The crack bifurcation angle is determined along the front, based on a criterion using the equivalent stress intensity factors. A new way of computing these equivalent stress intensity factors is suggested, from the cohesive fields exclusively. Then, the potential crack surface is updated accordingly based on an explicit level-set update algorithm [4].

Finally, several numerical tests have been carried out in mixed mode I and II to reproduce 3D non planar crack paths and showed good accordance with previous results from the literature.
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Finite-element modeling and analyses for quasicrystals with cracks
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The quasicrystals (QC), short for quasiperiodic crystals, have long-range orientational order but without translational symmetry in particular direction. With such special atom arrangement the quasicrystal is a new material class besides crystals and non-crystals (amorphous solids). Crystallographically, quasicrystals can be categorised into some sub-classes (1D, 2D or 3D) which depends on how many quasiperiodic directions there are, e.g. one dimensional quasicrystals have two periodic atom arrangement directions and one quasiperiodic direction [1]. Since the first discovery of quasicrystals in a man made Al-Mn alloy about thirty years ago, people made great effort to research this kind of outstanding material. The investigation of physical properties of quasicrystals, such as the fracture behavior, electronic properties, hardness etc., is essential extending their fields of application. Today, QC are known to exhibit e.g. a very good wear resistance, low friction coefficients and to possess a very low porosity.

This work focuses on macroscopic cracks in 1D quasicrystalline plates, where the material is governed by constitutive equations under the consideration of quasicrystal linear elasticity theory. Analytically, the explicit solutions for the coupled phonon-phason fields of quasicrystals are derived applying a generalized Stroh formalism [2]. The numerical model and simulation for arbitrary cracks are established in a FE environment, where the constitutive behavior of coupled phonon and phason fields is included in special user elements. Different numerical techniques like a displacement interpretation method or modified crack closure integral are applied in a generalized form to calculate stress intensity factors and energy release rates. The validity of conventional fracture criteria and the influence of coupled fields on the mechanical and fracture behavior of quasicrystals are finally investigated.
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A cyclic cohesive zone model is applied to several problems of fatigue with different failure modes.

In contrast to comparable cohesive models, a local endurance limit is embedded that decreases with increasing damage state. Each of the cohesive parameters has a distinct physical meaning as described in [1]. In preceding studies, fatigue crack growth of a crack under \(K_I\)-controlled cycling loading as well as failure of smooth specimens under homogeneous stress-controlled cyclic loading have been investigated [1, 2]. The present contribution tries to close the gap between the toughness-based and the strength-based fatigue criteria. The underlying hypothesis of this concept is, that the intrinsic fatigue mechanism of the material is sufficiently described by the cyclic cohesive zone model. The particular fatigue failure mode depends on the geometry of the specific structure and the loading conditions.

A finite element model of a modified DCB specimen is used to investigate the dependency of size on fatigue failure (compare [3]). The fatigue behaviour of both aforementioned studies is recovered. A fatigue criterion is developed which allows to predict the failure mode of the structure for given size, cohesive parameters and cyclic load parameters. Cyclic failure maps are presented. They allow to assess the cyclic material behaviour by separating endurability, fatigue and static failure.
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Crack path predictions and experiments in structures with interfaces
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A cornerstone of the modern lightweight technology are engineering structures consisting of composite materials combining and enhancing the features of the employed materials. For a safe and reliable application of such composites, amongst others, special attention must be directed to their fracture behavior and the growth of cracks. To obtain a general understanding of the evolution of crack paths in composites, plane specimens with perfect and imperfect material interfaces are investigated. The paired materials exhibit substantial differences in their properties e.g. Young’s modulus or fracture toughness, in general providing a mixed-mode loading leading to curved crack paths.

The numerical model for the prediction of crack paths is based on a smart remeshing algorithm and an incremental crack extension. For the crack tip loading analysis path-independent integrals are used such as the interaction integral ($I_k$-integral) \cite{1}, $J_k$-, $M$- and $L$-integrals \cite{2}. Large integration contours provide accurate crack loading quantities essentially exploiting reliable numerical data. Considering curved cracks for the sake of path-independence special attention must be directed to the calculation of crack face integrals \cite{3, 4}. Applying large contours, an integration along the material interface is necessary to distinguish between the material forces acting on defects in the body i.e. the crack tip and the interface. Finally, the local anisotropies in elastic constants or the fracture toughness are crucial parameters for an accurate prediction of crack paths \cite{5, 6}. Numerical crack paths in different types of specimens with interfaces are presented and compared with experiments.

References


Plasticity-induced crack closure during cyclic propagation: numerical prediction of crack shape evolution
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The design of many critical structural components needs a careful description of the propagation characteristics of fatigue cracks. The propagation of long and short cracks has been extensively studied, and the role of crack closure has been widely confirmed.

Crack front curvature is commonly obtained in most fatigue experiments. Nevertheless, classical linear elastic fracture mechanics generally considers bidimensional crack geometries corresponding to straight crack fronts, and only few studies consider 3D effects [1].

The objective of this study is then to provide a 3D numerical predictive tool of the evolution of the crack front curvature during the propagation of a fatigue crack taking into account plasticity-induced crack closure.

Tests carried out in CT-50 specimen of 304L austenitic stainless steel have given the stabilized crack front shape for a long crack. In order to avoid any influence of the loading history, constant stress intensity factor (SIF) ranges $\Delta K$ have been applied.

A 3D numerical tool, using the ABAQUS® code and the programming language PYTHON has been developed. A frictionless contact placed on the crack plane allows determining the opening load. Two parallel calculations are done (elastic and plastic), in order to measure on each node of the current crack front the value of the local effective SIF range $\Delta K_{\text{eff}}$, which has been assumed to be the driving force for the whole propagation. The resulting advance of each node then gives the next crack front, after different mathematical interpolations. A remeshing procedure is then developed, and numerous steps are done until stabilization of the predicted crack shape.

Comparison of experiments and prediction shows globally a good agreement. Further investigation still in progress seems to demonstrate that the introduction of a constraint factor in the tool to consider more accurately the edge effects brings improvement.
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Three-dimensional crack nucleation, growth and coalescence using the Thick Level Set approach to fracture
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The thick level set (TLS) model is a unified theoretical model able to model nucleation, growth and coalescence of cracks. It is based on a non-local model for damage. Its originality with respect to existing other non-local damage model (integral, second order, phase-field, …) is twofold.

First, the boundary of the fully damage area (crack) is explicitly given by a level set. The introduction of a discontinuous kinematic is thus made easy in particular with the extended finite element method (X-FEM). The crack placement adjusts exactly to damage growth. This avoids drawbacks of ad hoc crack placement in damage zone, that is: convergence issue of the global solve if the crack is placed too late and abrupt loss or energy if the crack is placed too quickly. In the latter case, a remedy is to introduce a cohesive crack but this requires yet another model on top of the damage model.

The second originality of the TLS is that non-local damage is restricted to a narrow band around the crack. The extra cost to deal with non-locality is thus small.

Both originalities stem from the fact that the non-locality of damage is formulated by an Eikonal constraint and not a Laplacian constraint.

Three-dimensional examples will demonstrate the capability of the TLS to model crack initiation, growth and coalescence.
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Modelling of Quasi-Brittle Fracture in Large Scale Coarse Mesh Finite Element Models using the FEMME (Finite Element Microstructure MEshfree) Multiscale Model
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In quasi-brittle materials, the use of a coarse mesh in a cohesive Finite Element Model over estimates the fracture energy released via damage of the component, and consequently a solution far from its real behaviour may be obtained. We have developed the Finite Element Microstructure MEshfree (FEMME) model [1] that introduces the microstructure as a local enrichment in the damaged zones of the large-scale FE mesh. The model is an evolution of the general CAFE model [2] and its composed by 3 layers, the FE model with a coarse mesh that deals with the large scale model, a Microstructural Adaptive Meshfree (MAM) model that uses the isogeometry of the microstructural features (simplified as ellipsoids with random orientation and size) to construct its local maximum entropy exponential shape functions [3], and a Cellular Automata model that reproduces the different fracture properties of the microstructure, that can be extracted directly from experimental data or a lower scale model, and computes from the results of the MAM model the strain of each cell. With this methodology the strain of every cell can be evaluated against its critical value, and the damage of the microstructure can be computed accordingly. Once damage occurs, the mechanical properties of the different layers are recomputed with the Hill theorem [4].

This allows us to insert locally in the large-scale FE model with a coarse mesh the fracture processes of the microstructure, reproducing the Fracture Process Zone explicitly and releasing the spurious fracture energy of the FEM with a coarse mesh.
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In our research we work toward the development of an accurate and versatile numerical tool for modeling problems in brittle fracture mechanics. For many applications – such as hydraulic fracturing – multiple crack nucleation, branching, merging and propagation are common phenomena. Complex crack patterns appear as a consequence of e.g. the presence of multiple cracks and the anisotropy and heterogeneity of the environmental conditions. Using discrete fracture models it can be difficult to capture such topologically complex crack patterns, which has led to the development of phase-field models [1, 2]. In phase-field models the crack surface is regularized by a smeared damage function, which avoids the need for the explicit tracking of fracture surfaces.

In this contribution we consider the quasi-static evolution of brittle fractures in an elastic solid. Path-following control is needed to adequately track the complete equilibrium path [3]. The general strategy in path-following techniques is to supplement the system of non-linear equations with a path-following constraint [4,5]. With the iterative incrementation of the path parameter, a discrete parametrization of the equilibrium path in terms of the path-following parameter can then be obtained. For a phase-field model, the available explicit representation of the crack surface area can be chosen as this control parameter. This choice ensures energy dissipation during the fracture process, which is consistent with the irreversibility of the fracture process.

We investigated three algorithms to solve the non-linear boundary value problem: a monolithic, a staggered and a semi-staggered scheme (see Figure 1). In the monolithic scheme, a Newton-Raphson procedure for the non-linear system of equations (the elasticity equation and the phase-field equation) coupled with a load-control equation is performed. The simulation is controlled with the crack surface area as the control parameter. In the staggered scheme, we solve the phase-field equation and then solve the elasticity equation with an updated phase field (no control procedure is used). Our novel contribution in this work is the development of a semi-staggered path-following scheme. We first solve the displacement sub-problem with a path-following constraint, followed by the solution of the phase-field equation.
The monolithic scheme computes exact equilibrium points at larger computational cost with the additional advantage of step size insensitivity. The staggered scheme is easy to implement and gives approximate solutions at significantly lower computational cost. However, it is to be noted that the equilibrium path is not exact and highly sensitive to the step size. The semi-staggered path-following scheme proposed herein is highly robust and computationally significantly cheaper than the monolithic scheme. It is less dependent on the step size compared to the staggered scheme. The semi-staggered path-following scheme is shown to yield results that are in excellent agreement with benchmark problems in literature [1].
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In the recent past years, numerical modeling of fracture problems has attracted growing interest. In the context of the X-FEM method [1], the use of two level sets allows a localization and representation of the crack and its front to be achieved regardless of the mesh. The crack surface is characterized as the zero of one of these level set functions while the crack front is localized as the iso-zero of both level sets.

The simulation of crack propagation is based on updating both level sets. The main difficulty associated with the method involves rebuilding them while keeping the important property of being a signed distance function, at each propagation step.

Several techniques exist in the literature to deal with the evolution of the level set functions: the resolution of Hamilton-Jacobi equations [4], an implicit geometrical approach to level sets update [5] and a mesh evolution tracking method which uses an auxiliary discretization of the crack surface [6] independent of the structural mesh in which it is embedded. We propose here a method based on fast marching [2,3] that consists in propagating the information «distance» from the points of lowest distance with respect to the iso-zero to the furthest regions on a neighbor to neighbor basis.

The method is applied to 2D and 3D meshes and valid for all types of elements (triangles, quadrangles, tetrahedrons, hexahedrons, pentahedrons) of a standard finite element library, which constitutes an interesting contribution for a generalized industrial free software in mechanical engineering such as Code_Aster (http://www.code-aster.org) developed by EDF R&D. Moreover it is compared with the other techniques cited above in terms of robustness, numerical efficiency and quality of the results and shows very nice properties.
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Fracture models for elasto-plastic materials as limits of gradient damage models coupled with plasticity: the antiplane case
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We study the asymptotic behavior of a variational model for damaged elasto-plastic materials in the case of antiplane shear, based on [1]. We are interested in the case when the energy functionals depend on a small parameter \(\varepsilon\) which forces damage concentration on regions of codimension one.

More precisely, let us denote by \(\Omega \subset \mathbb{R}^n\) \((n = 2\) in the case of a 3D body\) the reference configuration and by \(u: \Omega \to \mathbb{R}\) the scalar function that describes the displacement in the antiplane case. As usual in the theory of small strain elasto-plasticity, the displacement gradient is decomposed as \(\nabla u = e + p\), where \(e\) and \(p\) are vector functions, representing the elastic and the plastic part of the strain, respectively. The damage variable is a scalar function \(\alpha: \Omega \to [0, 1]\), with \(\alpha = 1\) indicating the sound material and \(\alpha = 0\) corresponding to the maximum possible damage. We consider the total energy functional defined by

\[
E_\varepsilon(e, p, \alpha) := Q_\varepsilon(e, \alpha) + H(p, \alpha) + W_\varepsilon(\alpha),
\]

where

- \(Q_\varepsilon(e, \alpha) := \frac{1}{2} \int_\Omega ((\alpha + \varepsilon^2)|e|^2 \, dx\) is the elastic energy,
- \(H(p, \alpha) := \int_\Omega \kappa(\alpha)|p| \, dx\) is the energy dissipated in the plastic process, and
- \(W_\varepsilon(\alpha) := \int_\Omega \frac{W(\alpha)}{\varepsilon} \, dx + \varepsilon \int_\Omega |\nabla \alpha|^2 \, dx\) is the energy dissipated by the damage process.

Here the stress constraint is given by \(|\sigma| \leq \kappa(\alpha)\), where \(\sigma = (\alpha + \varepsilon^2)e\) indicates the stress, \(\kappa: [0, 1] \to \mathbb{R}\) is a nondecreasing function with \(0 < \kappa(0) \leq \kappa(1) < +\infty\), while \(W: [0, 1] \to \mathbb{R}\) is a continuous and decreasing function with \(W(1) = 0\).

Since \(H\) has linear growth in \(p\), it is convenient to extend it to the space of bounded measures \(\mathcal{M}_b(\Omega; \mathbb{R}^n)\), by setting \(H(p, \alpha) := \int_\Omega \kappa(\alpha)|p| \, d\mu\), where \(|p|\) denotes the total variation of the vector measure \(p\). This leads us to consider the displacement \(u\) in the space \(BV(\Omega)\) of functions of bounded variation in \(\Omega\).
To describe the asymptotic behavior of $E_\varepsilon$ as $\varepsilon \to 0$, we introduce the functionals $F_\varepsilon: BV(\Omega) \times H^1(\Omega; [0,1]) \to [0, +\infty)$ which depend only on the displacement $u$ and on the damage variable $\alpha$ and represent the energy of the optimal additive decomposition of the displacement gradient:

$$F_\varepsilon(u, \alpha) := \min_{e, p} \left\{ E_\varepsilon(e, p, \alpha) : e \in L^2(\Omega; \mathbb{R}^n), \ p \in M_p(\Omega; \mathbb{R}^n), \ Du = e + p \right\}. $$

Note that the minimum is achieved at a unique pair $(e, p)$ and $F_\varepsilon$ can be written explicitly in an integral form. We prove the following:

**Theorem** The functionals $F_\varepsilon$ $\Gamma$-converge to $F_0$ in $L^1(\Omega) \times L^1(\Omega)$ as $\varepsilon \to 0$ and for every $u \in BV(\Omega)$

$$F_0(u, 1) = \min_{e, p} \left\{ \frac{1}{2} \int_\Omega |e|^2 \, dx + \kappa(1) |p|([\Omega \setminus J_u]) + \int_{J_u} \Psi(||u||) \, dH^{n-1} \right\}. $$

The minimum is taken among all $e \in L^2(\Omega; \mathbb{R}^n)$, $p \in M_p(\Omega; \mathbb{R}^n)$ such that $Du = e + p$, and it is attained at a unique pair $(e, p)$.

The jump set $J_u$ of $u$ represents a crack (in the reference configuration) and the term $\int_{J_u} \Psi(||u||) \, dH^{n-1}$ can be interpreted as the energy dissipated in the process of crack opening. The function $\Psi$ is explicitly given in terms of $\kappa$ and $W$ and satisfies the following properties:

- it is concave;
- $\kappa(0) t \leq \Psi(t) \leq \kappa(1) t$ if $t$ is small;
- $\Psi(t)$ is constantly equal to $c_W = 4 \int_0^1 \sqrt{W(s)} \, ds$ if $t$ overtake a suitable threshold.

Thus the crack energy depends also on the crack opening $||u||$, and the force between the crack lips (given by the derivative of $\Psi$) vanishes when the crack opening is large enough. Therefore the minimization of the energy $F_0$ provides a cohesive crack model.

In the special case when $\kappa$ is constant the limit functional describes Dugdale’s cohesive model in fracture mechanics. A different approximation of this model has been recently obtained in [2]. A similar problem for elastic materials with damage and without plastic slips can be solved using the approximation results for the Mumford-Shah functional obtained by Ambrosio and Tortorelli. Those results correspond formally to our problem with $\kappa(\alpha) = +\infty$ for every $0 \leq \alpha \leq 1$. Indeed, in this case $|Du| = 0$ whenever the $\Gamma$-limit is finite and the term depending on $J_u$ reduces to $c_W J_u^{n-1}(J_u)$, which corresponds to Griffith’s model in fracture mechanics for a brittle material with toughness $c_W$.
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Recent progress and remaining challenges in the mathematics of sharp interface fracture evolution
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The mathematics needed to address even the most basic issues for sharp-interface fracture, such as existence of solutions, can be exceptionally technical. Yet fruitful interaction between engineers and mathematicians requires each group to have an understanding of the fundamental issues of the other group. Fortunately, the basic mathematical difficulties are actually quite intuitive. The goal of this talk is to describe these difficulties in a clear, non technical way, and also report on some recent progress.
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Williams series appear to be the most favored analytical tool for the description of mechanical fields near crack-tips in planar solids. Many computational methods (the Scaled Boundary Finite Element Method, the Hybrid Crack Element method, XFEM...) and experimental post-processing techniques take advantage of this approach so as to deal with the singularity at the crack-tip and the displacement discontinuity across crack-lips.

However, the series convergence domain is restricted to the interior of a disk centered at the crack-tip where the expansion is performed. The disk radius corresponds to the shortest distance between the crack-tip and the closest next singularity [1]. Therefore, Williams series is limited to represent stress and displacement in the sole crack-tip area.

In the case of a load-free double-end straight crack, it has been shown that a new kind of series expansion can be performed for the region beyond Williams series convergence disk [1]. This communication provides a generalisation of that result. It is shown that stress and displacement states can be described with Laurent series in successive annuli centered at the crack-tip. The general analytical procedure is described and several examples are provided so as to assess the validity of the approach. This technique may find applications in the aforementioned fields where Williams series are currently used.
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Figure 1: Laurent series expansions with 10 (a), 20 (b) and 40 (c) terms for the fracture configuration of a thin rigid wedge inserted in a semi-infinite crack.
Mixed mode fracture separation in orthotropic media due to mechanical and thermal effects
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The crack initiation is one of the most important factors in the collapse of mechanical and civil engineering structures as aircraft, nuclear, buildings and pavement structures [1]. In some cases, these initial cracks can be caused by a combination of mechanical and thermal fields. So, the mixed-mode fracture coupling mechanical and thermal loads in isotropic and orthotropic material like wood is investigated in this work. The analytical formulation of the energy release rate is introduced by T and A integrals that take into account mixed mode fracture, thermal process and pressure applied on the crack lips [2]. This formulation is based on Noether’s theorem and the definition of the strain energy density in Lagrangian and Eulerian configurations. Moreover, this analytical formulation is implemented in finite element software Cast3m. Several numerical examples, dealing with isotropic material, are provided to evaluate the accuracy of the FEM model. For instance, the domain independency is shown in opening mode, in shear mode and in case of pressure on crack lips. Then, the crack resistance of a timber Compact Tension Specimen is investigated to show the efficiency of the proposed approach in the case of orthotropic materials.
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Study of fracture patterns generated by different failure criteria in ordinary state-based Peridynamics
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A new theory of continuum called Peridynamics has been proposed in 2000 [1] in order to overcome the limitations of the classic theory of continuum mechanics, which is based on differential equations and consequently cannot describe material behaviour in which discontinuities, such as cracks and inclusions, are involved. Differently from the classic theory, Peridynamics is a non-local theory based on integral equations which can be applied even on discontinuous media.

Since its introduction, Peridynamics has been employed for reproducing several damage process phenomena, such as crack nucleation and branching in homogeneous materials [2] or delamination in composites [3]. Most of the articles found in literature deals with bond-based Peridynamics, which was demonstrated to be a particular case of state-based Peridynamics [4], but is characterized by some limitations on the material which can be described, for example Poisson's ratio is fixed. In state-based Peridynamics there are no limitations and material with different Poisson's ratio can be simulated. Two variants of state-based Peridynamics were introduced, the ordinary state-based, in which the nonlocal interaction force is aligned with the bond current direction, and the non-ordinary state-based, in which the force is not necessarily aligned with it.

Fundamental parameters of this theory are the size of the non-local interactions, called horizon, and how many connections, properly called bonds, have any material node in which the body is discretized. Particularly, the number of bonds is related to the so called m-ratio, which is the ratio between the horizon and the grid spacing.

In this study, some examples simulated with ordinary state-based Peridynamic 2D models are presented employing some fracture criteria in order to show how they reproduce the experimental crack patterns and directionality for brittle materials; accordingly, the influence of the m-ratio on the dynamic fracture pattern is investigated for every fracture criteria as well.
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Intrinsic Brittleness of Magnesium
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The competition between dislocation emission and cleavage at a crack tip plays an important role in governing the intrinsic fracture behavior of crystalline materials. This competition is not well understood in magnesium which, due to its hexagonal close-packed structure, has many different combinations of cleavage planes and dislocation slip systems. Here, using both anisotropic linear elastic fracture mechanics theory and atomistic simulations, the emission/cleavage competition in magnesium is evaluated for a comprehensive set of crack orientations and crack tip geometries under mode I crack tip stress intensity loading at $T=0K$. The atomistic simulations use a new interatomic potential for Mg that accurately captures all relevant dislocation structures, unstable stacking fault energies, and surface energies, relevant to cleavage and dislocation emission. Theory predicts that the cleavage/emission competition is very close in many cases, with cleavage being favored in many crack orientations, including basal plane cracks, tensile twin and basal-prismatic plane interface cracks. Simulations reveal that nearly all cases are brittle, i.e. cleavage occurs in preference to dislocation emission. The robustness of these findings is further verified by simulations starting with an initially blunted crack tip, which does not significantly change the behavior. These results suggest that magnesium has extremely low intrinsic fracture toughness; this is consistent with recent experimental observations of many different cleavage-like planes in low-temperature fracture experiments. The occurrence of ductile-like failure at room temperature and moderate loading rates suggests that the temperature dependence of the surface and unstable stacking fault energies shifts the material toward a preference for emission and preliminary results at finite temperature are discussed. Alloying provides another avenue for changing the relevant energies in the system. Based on the $T=0K$ properties, a more-ductile material that would be less sensitive to temperature and loading rate, would require alloying sufficient to reduce the unstable stacking fault energies for pyramidal and basal slip by $\sim50\%$ and $\sim20\%$, respectively, relative to any associated changes in surface energy. Such large changes suggest that Magnesium and its alloys will remain susceptible to easy crack formation, low-toughness fracture, and macroscopic brittleness in structural applications.
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On the morphology of dynamic cracks surfaces and how to resolve them computationally
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In dynamic brittle fracture of, for example, glass plates, besides the complex failure pattern, one observes a variety of crack surface morphologies: smooth and planar, smooth and twisted, rough with sharp ridges, etc. There appears to be a correlation between the crack type and location (radial, circumferential, parallel to the boundaries of the sample, Hertzian), and the particular crack surface morphology.

In this presentation I will show experimental results from impact fragmentation on a thin glass plate and discuss a peridynamic model and results that mimic the conditions in the experiment ([1]). The combination of “clean fracture” and damage and fragmentation makes it difficult to simulate this type of dynamic brittle fracture/fragmentation with methods that try to track individual cracks. This is one reason for using peridynamics with a meshfree discretization in this type of problems. Our computational investigation reveals the reasons behind the different crack surface morphologies: elastic waves propagating, reflecting from the plate boundaries, and interacting/reinforcing each other are responsible for the observed behavior. This study answers the question whether the crack patterns and crack surface morphologies observed in fracture and fragmentation of a glass plate are controlled by the microstructural details of glass or by the dynamics of fracture in a homogeneous and isotropic material. The advantage of using the nonlocal damage introduced by the peridynamic approach rests in its ability of allowing the initiation, growth, and propagation of cracks autonomously and without having to explicitly track them ([2]).
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Effect of brittle fracture in a metaconcrete slab under shock loading
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We have proposed a new type of concrete for the attenuation of shock waves induced by dynamic excitation, which we have named metaconcrete. Inspired by the metamaterials used for the manipulation of electromagnetic and acoustic waves, this new metamaterial for the mitigation of shock waves utilizes the activation of resonance within specially engineered inclusions. Metaconcrete replaces the standard stone and gravel aggregates of regular concrete with spherical inclusions consisting of a heavy core coated with a compliant outer layer. Finite element studies of this new metamaterial using purely elastic constituents reveal trapping of the supplied energy within the inclusions and a reduction in mortar stress [1]. To further investigate this effect we now consider the brittle behavior of mortar by incorporating the fracture characteristics of the mortar matrix through the use of an eigenerosion scheme.

Fracture in mortar can be conveniently modelled through the use of an eigenerosion algorithm [2], derived from the more general eigenfracture approach [3]. Eigenfracture is an approximation scheme for variational models of Griffith’s theory of fracture [4, 5] that resorts to the classical device of eigendeformations [6] in order to account for material fracture. To this end, the energy functional of the system is assumed to be dependent on two fields: the displacement field and an eigendeformation field, that describes cracks as may be present in the body.

In the eigenfracture scheme the fracture energy is set to be proportional to the volume of the $\varepsilon$-neighborhood of the support of the eigendeformation field, suitably scaled by $1/\varepsilon$. The optimal crack set is obtained by minimizing the energy functional with respect to both the displacement and the eigendeformation fields, subject to irreversibility constraints. Eigenerosion is derived from the general eigenfracture scheme by restricting the eigendeformations to be either zero, in which case the local behavior is elastic, or equal to the local displacement gradient, in which case the corresponding material neighborhood is eroded. When combined with spatial discretization, this scheme gives rise to element erosion, i.e., each element can be either intact, in which case its behavior is elastic, or be eroded and has no load bearing capacity. The convergence properties of the eigenero-
sion scheme for mode I fracture propagation in three dimensional problems have been discussed in [2].

To investigate the effect of brittle fracture using eigenerosion within the mortar phase of metaconcrete we consider a rectangular section of an infinite metaconcrete slab with a periodic array of aggregates, the same as that used in the elastic simulations of [1]. Each aggregate has a 12mm outer radius and consists of a lead core coated with a 1-3mm compliant material that allows for oscillation, and thus resonance, of the heavy lead core. The slab section contains 8 whole spherical inclusions and 28 quarter spheres surrounding the outer edges. The system is excited by an explosion located at a small distance from the end face that causes the initiation of a shock wave within the slab.

By comparing the resulting wave propagation profiles for both metaconcrete and homogeneous slabs, we can observe the changes in behavior due to the of the presence of layered aggregates. For each case we see a similar amount of damage at the explosion site, however, observe a reduction in the stress intensity and shock velocity in the metaconcrete slab with comparison to the homogeneous slab. The shock front is delayed and trapped within the metaconcrete aggregates, whereas the homogeneous slab, by constrast, displays a planar shock front that progresses more quickly through the length of the slab. A similar result was seen in the elastic analyses. With the inclusion of fracture properties in the model, these results provide a more accurate understanding of metaconcrete behavior under dynamic loading and suggest that enhanced performance may be gained by utilizing a metaconcrete slab for shock wave mitigation and blast shielding applications. The investigation into different aggregate material properties, geometry, mortar strength, and explosion magnitude allows us to fully characterize metaconcrete behavior under blast wave loading and therefore understand the best configuration for different applications.
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